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Today: File & Filesystem Performance 
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What Is A Filesystem? 
Term “Filesystem” was coined in 1964 
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Filesystem Metadata 
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Filesystem Basic Metadata Structure 
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Filesystem Basic Metadata Structure 
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Filesystem Basic Metadata Structure 
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Filesystem Metadata 

/ 

etc dev home usr var 

ken mark log 

dir1 fileA 

fileB 

NAME 

PERMISSIONS 

ACCESS TIMES 

DATA BLOCK POINTERS 
DATA BLOCK POINTERS 

DATA BLOCK POINTERS 

METADATA 

FS INTRO FS OPS  FUN END PERF 

FILESYSTEMS 
PROVIDE 

STRUCTURE 



Agenda 

FILESYSTEM LAYOUT FUNDAMENTALS 

WHAT ARE FILESYSTEM OPERATIONS? 

PERFORMANCE IN A FILE ORIENTED WORLD 

GRAPH FUN WITH PERFORMANCE 

SUMMARY 

INTRODUCTION 

END 

FUN 

FILE PERF 

FS OPS 

FILESYSTEM 

INTRO 



Local File Operations 
User Action Converted Into Filesystem Operations 

$ echo “test” > data.txt 

STAT OPEN WRITE CLOSE 

FS INTRO FS OPS  PERF FUN END 



Local File Operations 
User Action Converted Into Filesystem Operations 

$ echo “test” > data.txt 

STAT OPEN WRITE CLOSE 

$ cat data.txt 
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Local File Operations 
User Action Converted Into Filesystem Operations 

$ echo “test” > data.txt 

STAT OPEN WRITE CLOSE 
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Local File Operations 
Are There Only Six File Operations? 

$ echo “test” > data.txt 

STAT OPEN WRITE CLOSE 

$ cat data.txt 

STAT 

$ rm data.txt 

STAT UNLINK 

READ OPEN CLOSE 

FS INTRO FS OPS  PERF FUN END 

READ 

WRITE 

OPEN 

CLOSE 

STAT 

UNLINK 

…MORE… 



Local File Operations 
Relationship Between Filesystem Operations And Block IO Operations 
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NAS File Operations 
Create A New File Containing Just Three Spaces 
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NAS File Operations 
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In The File World… 
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Performance Characteristics Of File Operations 
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Performance Characteristics Of File Operations 
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Performance Characteristics Of File Operations 
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Performance In a File Oriented World 
Be Careful … Operation Performance Will Almost Always Be Affected By the SUT 

0 

1 

2 

3 

4 

5 

6 

20
,0

00
 

40
,0

00
 

60
,0

00
 

80
,0

00
 

10
0,

00
0 

12
0,

00
0 

14
0,

00
0 

16
0,

00
0 

18
0,

00
0 

20
0,

00
0 

22
0,

00
0 

24
0,

00
0 

26
0,

00
0 

28
0,

00
0 

30
0,

00
0 

32
0,

00
0 

34
0,

00
0 

36
0,

00
0 

38
0,

00
0 

40
0,

00
0 

42
0,

00
0 

44
0,

00
0 

46
0,

00
0 

48
0,

00
0 

50
0,

00
0 

52
0,

00
0 

54
0,

00
0 

56
0,

00
0 

Se
co

nd
s 

to
 C

om
pl

et
e 

Number of files in the same directory 

Seconds to List Directory Contents 
Otherwise idle system, single threaded, single directory 

SUT-1 
SUT-2 
SUT-3 

FS INTRO FS OPS  PERF FUN END 



Performance In a File Oriented World is Affected By … 
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Performance In a File Oriented World 
Does The Number Of Files Make A Difference? 
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Performance In a File Oriented World is Affected By … 
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Performance in a File Oriented World 
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Client Side Caching and Operation Ordering 
Forcing the file system to invalidate the cache between operations significantly affects performance 

“Uncached ‘ls’” had a USB unmount just prior to the ‘ls’ command execution 
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Which Is Better? 

Result 1 Result 2 

FS INTRO FS OPS  PERF FUN END 
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After This Webcast 

"   A PDF and a PPT of the slides for this and all previous parts of this Webcast 
series will be posted to the SNIA Ethernet Storage Forum (ESF) website and 
available on-demand 
"   PPT and PDF: http://www.snia.org/forums/esf/knowledge/webcasts  
"   Presentation Recording: https://www.brighttalk.com/webcast/663/219127 
"   A full Q&A from this webcast, including answers to questions we couldn't 

get to today, will be posted to the SNIA-ESF blog 
" http://sniaesfblog.org/  

"   Follow us on Twitter @SNIAESF, @RogovMark, @KenCantrellJr, 
@alextangent, @DrJMetz 

"   Final Webcast – First Half of 2017 
"   “Storage Performance Benchmarking: Part 5” 





Client Caching Affects Operation Mixes 
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Example SPEC SFS 2014 SWBUILD Operation Mix 
Across Multiple Load Points As Observed From the NAS System 
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Operation Mixes For Different Applications 
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SPEC SFS® 2014 (proposed 2014+) Application-Level Operation Mixes 
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