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Local File Operations O | SERE

User Action Converted Into Filesystem Operations
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User Action Converted Into Filesystem Operations

STAT OPEN WRITE CLOSE

STAT OPEN READ CLOSE

© 2016 Storage Networking Industry Association. All Rights Reserved. INTRO FS FS OPS PERF FUN END 20



Local File Operations O | SERE

User Action Converted Into Filesystem Operations

STAT OPEN WRITE CLOSE

STAT OPEN READ CLOSE

STAT UNLINK

© 2016 Storage Networking Industry Association. All Rights Reserved. INTRO FS FS OPS PERF FUN END 21



Local File Operations O | SERE
Are There Only Six File Operations?

READ h ,_
STAT OPEN WRITE CLOSE WRITE é

OPEN COUNTS

STAT > 10 8
STAT OPEN READ CLOSE

UNLINK

FILESYSTEM CALLS
CLOSE
...MORE... /

STAT UNLINK

© 2016 Storage Networking Industry Association. All Rights Reserved. INTRO FS FS OPS PERF FUN END 22



Local File Operations

i |
SNIA. | ETHERNET

ESF | STORAGE
Relationship Between Filesystem Operations And Block 10 Operations

STAT OPEN WRITE CLOSE
WRITE BLock 10
OPEN ‘ READ
STAT | BLOCK 10

STAT OPEN READ CLOSE WRITE
UNLINK ¢
CLOSE

STAT UNLINK

© 2016 Storage Networking Industry Association. All Rights Reserved. INTRO FS FS OPS PERF FUN END 23



A
MM sNIA | ETHERNET
ESF | STORAGE

NAS File Operations

Create A New File Containing Just Three Spaces

SMB2 Operations
120

104

100

80

60

40

20

© 2016 Storage Networking Industry Association. All Rights Reserved. | INTRO > FS > FS OPS > PERF > FUN > END > 24




A
MM sNIA | ETHERNET
ESF | STORAGE

NAS File Operations

Create A New File Containing Just Three Spaces

SMB2 Operations
120

104

100

80

60

40

20
2

0 I——

® PowerShell CMD.exe ™ Notepad.exe

© 2016 Storage Networking Industry Association. All Rights Reserved. | INTRO > FS > FS OPS > PERF > FUN > END > 25




In The File World...

THERE ARE MORE OPS THAN JUST

READS v WRITES

NIA. | ETHERNET
ESF | STORAGE




Agenda

INTRO /

SNIA. | ETHERNET
ESF | STORAGE

INTRODUCTION

FILESYSTEM

N\

FILESYSTEM LAYOUT FUNDAMENTALS

FS OPs
/L

WHAT ARE FILESYSTEM OPERATIONS?

FILE PERF

PERFORMANCE IN A FILE ORIENTED WORLD

FUN
/

END
/

S

© 2016 Storage Networking Industry Association. All Rights Reserved.

21



Performance In a File Oriented World is Affected By ...

Performance Characteristics Of File Operations K| ETeRNer
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Forcing the file system to invalidate the cache between operations significantly affects performance
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THE ONLY

WORKLOAD
THAT MATTERS

IS YOURS
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After This Webcast ESF | STORAGE

> A PDF and a PPT of the slides for this and all previous parts of this Webcast
series will be posted to the SNIA Ethernet Storage Forum (ESF) website and

available on-demand
« PPT and PDF: http://www.snia.org/forums/esf/knowledge/webcasts

» Presentation Recording: https://www.brighttalk.com/webcast/663/219127
+ A full Q&A from this webcast, including answers to questions we couldn't
get to today, will be posted to the SNIA-ESF blog

+ http://sniaesfblog.org/

> Follow us on Twitter @SNIAESF, @RogovMark, @KenCantrellJr,
@alextangent, @DrJMetz

> Final Webcast — First Half of 2017

+ “Storage Performance Benchmarking: Part 5”
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Client Caching Affects Operation Mixes S | ETHERNET

Example SPEC SFS 2014 SWBUILD Operation Mix
Across Multiple Load Points As Observed From the NAS System

" E A R R EEE E =

= " write
90% H setattr
= o “rmdir
= 0o
g 70% remove
T 60% Lookup calls increase from 4% to 42% = readdir+
2
O 50% ¥ read
g 40% Emkdir
% 30% ® [ookup
- Getattr calls decrease from 65% to 14%
© 20% E getattr
create
10%

0%

INCREASING # OF FILES, ACTIVE DATASET
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SPEC SFS® 2014 (proposed 2014+) Application-Level Operation Mixes

100%
chmod

90% P stat \
. Q
= 80% access ©
5 ® create ©
B 70% . O
Hd Eunlink ©
2 5

- .

O 60% readdir E
8 ® rmdir
§ 50% B mkdir J
o . .
7] “read/modify/write
X 40% Y \
¢=u Hrandom write
[ .
Q 30% = write_file @)
8 " write ®
° 20% > ©
Y Erandom read )

10% Hread_file

Hread J
0%

SWBUILD VDA 1 VDA-2 DB-2 EDA 1 EDA-2
PROPOSED
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