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A             Event

NVMe/FC or 
NVMe/TCP
In-depth Packet & Flow Level Comparison

Presented by: Kamal Bakshi 
Director Technical Marketing, Cisco Systems
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About me.. (I help Customers in adopting “New Technologies”) 

Technology Adoption Mantra (5A)
1-Awareness (heard of it/marketing)
2-Advantages (value proposition/match)
3-Attitude (liking/personal experience)
4-Adoption (migration process/non disruptive)
5-Acceptance (easy to maintain/ROI)
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Download the latest NVMe specifications 2.0
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Ø Today (2022) total NVMe market size is over $80 Billion
Ø By 2030 NVMe market will exceed $175 Billion (CAGR 28%)
Ø Nearly ALL servers shipping today support NVMe drives
Ø All enterprise networking adapters sold today are NVMe-oF capable
Ø Over 80% of the All Flash Storage Arrays are based on NVMe
Ø By 2026 SSD/flash will be cheaper than enterprise HDD/disks

Sources: G2M Research, Wikibon, & others

NVMe Adoption

Future-Proof your IT Infrastructure 
by upgrading to NVMe today
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What is NVMe/oF?

What problem are
we trying to solve?

Why should I care?

What is the value 
proposition & advantages 
of this technology?

What to watch out for?

What are the Do’s & Don’ts
for best experience?

Reap Benefits!

Better performance,
Easy to maintain, 
High ROI

KNOWLEDGE IS THE KEY TO SUCCESS

(…but over 3000 pages!)

PCIe4.0
1053 pages

NVMe-Base
455 pages

NVMe-oF
84 pages NVMe-TCP

35 pages

FC-FS
504 pages

NVMe-PCIe
37 pages

NVMe-CMD
105 pages

FC-FCP
117 pages

FC-LS
253 pagesNVMe-RDMA

16 pages

NVMe-FC2
106 pages

FC-GS
430 pages

NVMe-CDC
TP8010 82pages

NVMe-ZNS
46 pages

NVMe-KV
23 pages

NVMe-MI
161 pages
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Agenda
1. Data Center Storage Architecture
2. NVMe/FC Architecture
3. NVMe/TCP Architecture

Appendix
§ NVMe Evolution
§ NVMe/PCIe Architecture
§ NVMe/FC Packets
§ NVMe/RoCEv2 Architecture
§ NVMe Advanced Features

https://www.ciscolive.com/on-demand/on-demand-library.html?search=kamal%20bakshi#/
(Cisco Live video session that covers the above Appendix topics)

https://www.ciscolive.com/on-demand/on-demand-library.html?search=kamal%20bakshi
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DC Storage Infrastructure
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N9k

N9kN9k

N9k N9k

Data Center

Data centers are fast adopting 100G/400G Ethernet 

$$$
100G, 200G, 400G, (800G)*

Ethernet Infrastructure

N9k

Quick Google Search

N9K -Cisco Nexus Ethernet Switch
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N9k

MDS SW

MDS Director

MDS SW

Server Server

SCSI-FCP

FCoE Enet

SCSI/FC

FC
Fibre 
Channel

N9kN9k

N9k N9k

Data Center

1994: Traditional Storage Infrastructure is Fibre Channel 

$$$

$$$

32G, 64G, 128G*

100G, 200G, 400G, (800G)*
Ethernet Infrastructure

N9kNPV

N9K -Cisco Nexus Ethernet Switch MDS -Cisco Fibre Channel Switch
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N9k

MDS SW

MDS Director

MDS SW

Server Server

SCSI-FCP

FCoE Enet

FCP

SCSI/FC

NVMe/FC
NVMe

Fibre 
Channel

NVMe/FC

N9kN9k

N9k N9k

Data Center

$$$

$$$

32G, 64G, 128G*

100G, 200G, 400G, (800G)*
Ethernet Infrastructure

N9kNPV

NVMe
AFA PS

N9K -Cisco Nexus Ethernet Switch MDS -Cisco Fibre Channel Switch
PS -Dell PowerStore All-Flash Storage 

NVMe/FC seamlessly
works on the existing
Fibre Channel Transport

2017: New NVMe/FC technology works on existing FC  
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N9k

MDS SW

MDS Director

MDS SW

Server Server

SCSI-FCP

FCoE Enet

FCP

SCSI/FC

NVMe/FC
NVMe

Fibre 
Channel

NVMe/FC

N9kN9k

N9k N9k

Data Center

$$$

$$$

32G, 64G, 128G*

100G, 200G, 400G, (800G)*
Ethernet Infrastructure

N9kNPV

NVMe
AFA PS

MDS -Cisco Fibre Channel Switch
PS -Dell PowerStore All-Flash Storage 

NVMe/FC seamlessly
works on the existing
Fibre Channel Transport

Is Fibre Channel Meeting Your Storage Criteria?

Check List

"Houston, Do we have a problem ?"
^
FC

Fibre Channel
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N9k

MDS SW

MDS Director

MDS SW

Server Server

SCSI-FCP

FCoE Enet

FCP

SCSI/FC

NVMe/FC
NVMe

Fibre 
Channel

NVMe/FC

N9kN9k

N9k N9k

Data Center

$$$

$$$

32G, 64G, 128G*

Ethernet Infrastructure

N9kNPV

Server

Enet

NVMe
Server

Enet

NVMe

NVMe
AFA

NVMe/TCP

PS

N9K -Cisco Nexus Ethernet Switch MDS -Cisco Fibre Channel Switch
PS -Dell PowerStore All-Flash Storage 

NVMe/FC seamlessly
works on the existing
Fibre Channel Transport

2020: NVMe/TCP transport binding specification released

NVMe/TCP seamlessly
works on the existing
Ethernet Transport

100G, 200G, 400G, (800G)*
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N9k

MDS SW

MDS Director

MDS SW

Server Server

SCSI-FCP

FCoE Enet

FCP

SCSI/FC

NVMe/FC
NVMe

Fibre 
Channel

NVMe/FC

N9kN9k

N9k N9k

Data Center

$$$

$$$

32G, 64G, 128G*

Ethernet Infrastructure

N9kNPV

Server

Enet

NVMe
Server

Enet

NVMe

NVMe
AFA

NVMe/TCP

PS

N9K -Cisco Nexus Ethernet Switch MDS -Cisco Fibre Channel Switch
PS -Dell PowerStore All-Flash Storage 

NVMe/FC seamlessly
works on the existing
Fibre Channel Transport

Q: Does NVMe/TCP offers better Price/Performance than NVMe/FC? 

NVMe/TCP seamlessly
works on the existing
Ethernet Transport

100G, 200G, 400G, (800G)*

Where to Invest ?
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1-Security
-Dedicated Fabric, FC-SP, Hardware Zoning 

2-High Availability
-Dual Fabric A/B, Multipathing, Lossless/B2B 

3-Built in SAN Fabric Services/Automation
-Addressing, Directory Services, Name Server, Change Notifications

4-High Performance
-Congestion Control/Slow Drain (B2B, DIRL, FPIN), 
-Bandwidth, Throughput, IOPS, Latency, Zero Copy

5-Management
-Storage Troubleshooting, Topology, Storage Analytics

6-Scalability
-Fabric Architecture, Max. Switches/domain, Virtual SAN

7-Ecosystem/Interop/Certification
-Driver support (Linux, ESXi, Windows), Adapters, Optics, Storage arrays, Switches

Can NVMe/TCP provide FC SAN like services? 
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1-Security
-Dedicated Fabric (Y), FC-SP (TLS1.3), Hardware Zoning (SDN) 

2-High Availability
-Dual Fabric A/B (Y), Multipathing (Y), Lossless/B2B (ECN/PFC)

3-Built in SAN Fabric Services/Automation
-Addressing (SDN), Directory Services, Name Server, Change Notifications (CDC -TP8009/10)

4-High Performance
-Congestion Control/Slow Drain (DIRL, FPIN) (TCP Congestion Control Methods ?) 
-Bandwidth/Throughput/IOPS (100G/400G), Latency (Smart Buffering), Zero Copy (DPU?)

5-Management
-Storage Troubleshooting/Topology (Y), Storage Analytics (SOC Analytics ?, HBA Analytics) 

6-Scalability
-Fabric Architecture, Max. Switches/domain, Virtual SAN  (TCP is highly scalable)

7-Ecosystem/Interop/Certification (TBD: In pilot testing)
-Driver support (Linux, ESXi, Windows), CDC, Adapters, Optics, Storage arrays, Switches

2022: NVMe/TCP is not plug & play as compared to NVMe/FC
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Storage
Array

N9k

MDS SW

MDS Director

N9kNPV

MDS SW

Server Server

SCSI-FCP

FCoE Enet

FCP

FCP

NVMe/FC

NDFC
SAN NVMe 

Insights

With NVMe you can take Advantage of both (FC & Enet) Infrastructure Investments!

SCSI/FC

NVMe/FC

NVMe

N9kN9k

N9k

NDFC
LAN

APIC
ACI

NVMe 
Insights

Server
Enet

Server

Enet

Ethernet
Fibre Channel

NVMe/TCP

NVMe NVMe

Cisco Single Pane of Glass (Nexus Dashboard) - NVMe Storage Management

32GFC100G NVMe/FC

Flash/NS

N9k

Centralized
Discovery
Controller

NVMe/TCP

CDC

mDNS 
Push/Pull Registration
Fabric Zoning (FZL,FZS,FZR)
AER (Async. Event Reg.)

TCP Fabric Services (CDC)

Directory Service
Name Server DB
Zone Server DB
RSCN

FC Fabric Services

LAN Analytics

SAN Analytics

PS
N9K -Cisco Nexus Ethernet Switch
CDC: Dell’s SFSS/CDC MDS -Cisco Fibre Channel Switch

PS -Dell PowerStore All-Flash Storage 

Cisco NVMe Anywhere 
Hybrid Storage Fabric
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Storage
Array

NVMe/FCNVMe/TCP
32GFC100G

Flash/NS

NVMe Storage Architecture
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NVMe Storage Architecture (Enet NIC)

CPU
PCIe NIC Card

All Flash 
Array
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CPU

PCIe

All Flash 
Array

PCIe
Lanes

PC
Ie

-0

LBA

PCIe

CNTL#
NSI/O CNTL

NSID

Properties

SQ CQ
Door 
Bells

NVMe SSD

NVMe/PCIe SSD

DDR

Memory

PCIe Register

BAR Address

MSIx space

NVMe-oF

NVMe Storage Architecture (PCIe SSD)
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CPU

PCIe

All Flash 
Array

PCIe
Lanes

PC
Ie

-0

LBA

PCIe

CNTL#
NS NSID

Properties
Name Space
NSID/volume

NVMe SSD

NVMe I/O
Subsystem
Controller

Properties

NVMe/PCIe 
SSD

I/O CNTL

NVMe Subsystem

I/O CNTL NVM SQ/CQ
Admin_Q

0 1

I/O_Q

n

PC
Ie

DDR

Memory

PCIe Register

BAR Address

MSIx space

NVMe-oF

NVMe Storage Architecture (I/O Controller)
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CPU

PCIe

All Flash 
Array

PCIe
Lanes

PC
Ie

-0

LBA

PCIe

NSI/O CNTL

Port-ID

NSID

Discovery CNTL
DDC

Admin 0 
SQ/CQ

Log Page 70

NVMe Subsystem

I/O CNTL NVM SQ/CQ

Properties

Admin_Q

0 1

SQ CQ
Door 
Bells

DDC
Direct Discovery
Controller (no I/O_Q)

NVMe/PCIe 
SSD

I/O_Q

n

NVMe Storage Architecture (Discovery Controller/DDC)

PC
Ie

DDR

Memory

PCIe Register

BAR Address

MSIx space

NVMe-oF
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CPU

PCIe

All Flash 
Array

PCIe
Lanes

PC
Ie

-0

LBA

PCIe

NSI/O CNTL

Port-ID

NSID

Discovery CNTL
DDC

Admin 0 
SQ/CQ

Log Page 70

NVMe Subsystem

I/O CNTL NVM SQ/CQ

Properties

Admin_Q

0 1

SQ CQ
Door 
Bells

NVMe/PCIe 
SSD

I/O_Q

n

NVMe Storage Architecture (Administrative Controller)

PC
Ie

Administrative CNTL
NVMe-MI

DDR

Memory

PCIe Register

BAR Address

MSIx space

NVMe-oF

Administrative
Controller
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CPU

PCIe

All Flash 
Array

PCIe
Lanes

PC
Ie

-0

LBA

PCIe

NSI/O CNTL

Port-ID

NSID

Discovery CNTL
DDC

Admin 0 
SQ/CQ

Log Page 70

NVMe Subsystem

I/O CNTL NVM SQ/CQ

Properties

Admin_Q

0 1

SQ CQ
Door 
Bells

NVMe-TCP

NVMe/PCIe 
SSD

I/O_Q

n

NVMe/TCP Storage Architecture (CDC Controller)

PC
Ie

CDC/VM

Administrative CNTL

Centralized
Discovery
Controller

NVMe-MI

DDR

Memory

PCIe Register

BAR Address

MSIx space

NVMe-TCP



24 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

CPU

PCIe

All Flash 
Array

DDR

NVMe/PCIe 
SSD

PCIe
Lanes

PC
Ie

-0

LBA

PCIe

CNTL#
NSI/O CNTL

Port-ID

NSID

Discovery CNTL
DDC

Admin 0 
SQ/CQ

Log Page 70

I/O CNTL NVM SQ/CQ

Properties

Memory

PCIe Register

BAR Address

MSIx space

NVMe-oF

Admin_Q

0 1

mDNS Responder SQ CQ
Door 
Bells

I/O_Q

n

PC
Ie

Logs

Identity 

Features

NVMe Subsystem

Properties
are on the
controller’s
memory space

Log Pages, ID#

Identification
of Controller
& NameSpace
(CNS)

Tunable
Features

NVMe Storage Architecture (Information)
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NVMe Storage Architecture (Properties, Features)

CPU

PCIe

All Flash 
Array

DDR

NVMe/PCIe 
SSD

PCIe
Lanes

PC
Ie

-0

LBA

PCIe

CNTL#
NSI/O CNTL

Port-ID

NSID

Discovery CNTL
DDC

Admin 0 
SQ/CQ

Log Page 70

I/O CNTL NVM SQ/CQ

Properties

Memory

MSIx space

Admin_Q

0 1

mDNS Responder SQ CQ
Door 
Bells

I/O_Q

n

PCIe Register

BAR Address

NVMe-oF

PropertiesProperties

Properties (Get/Set)
00-07 Controller Capability
08-0B Version
14-17 Controller Configuration
1C-1F Controller Status
20-23 NVM Sub. Reset
F00-FFF Command Set Specific

Feature ID (Get/Set)
01 Arbitration
02 Power Mgmt.
04 Temperature Threshold
06 Volatile Write Cache
07 Number of Queues
08 Interrupt Coalescing
0B Async. Event Config.
0C Autonomous Power Trans.
0D Host Memory Buffer
0E Timestamp
0F Keep Alive Timer
10 Host Controlled Thermal Mgmt.
11 Non-Operational Power Transition
12 Read Recovery Level Config
13 Predictable Latency Mode Cfg.
14 Predictable Latency Mode window
16 Host Behavior Support
17 Sanitize Config
18 Endurance Group Event Cfg.
19 I/O Command Set Profile
20 Key Value Command set 
7D Enhanced Controller Metadata
7E Controller Metadata
7F Namespace Metadata
80 Software Progress Marker
81 Host Identifier
82 Reservation Notification mask
83 Reservation Persistence
84 Namespace Write Protection Cfg.

Controller Type
-Discovery Controller
-I/O Controller
-Administrative Controller

PC
Ie

Logs

Identity 

Features

NVMe Subsystem



26 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

NVMe Storage Architecture (Log Pages buffer, Identify/CNS buffer)

CPU

PCIe

All Flash 
Array

DDR

NVMe/PCIe 
SSD

PCIe
Lanes

PC
Ie

-0

LBA

PCIe

CNTL#
NSI/O CNTL

Port-ID

NSID

Discovery CNTL
DDC

Admin 0 
SQ/CQ

Log Page 70

I/O CNTL NVM SQ/CQ

Properties

Memory

MSIx space

Admin_Q

0 1

mDNS Responder SQ CQ
Door 
Bells

I/O_Q

n

PCIe Register

BAR Address

NVMe-oF

PropertiesProperties

00 Supported Log Pages
01 Error Information
02 Smart Health Information
03 Firmware Slot Information
04 Changed Namespace List
05 Commands Supported
06 Device Self-test
07 Telemetry Host-Initiated
08 Telemetry Controller-Initiated
09 Endurance Group Information
0A Predictable Latency /NVMe set
0B Predicable Latency Event
0C Asymmetric Namespace Access
0D Persistent Event Log
0F Endurance Group Event
10 Media Unit Status
11 Supported Capacity Cfg. List
12 Feature Identifiers Supported
13 NMVe-MI Commands Supported
14 Command & Feature Lockdown
15 Boot Partition
16 Rotational Media Information
70 Discovery
71 Host Discovery
80 Reservation Notification
81 Sanitize Status

Log Page IDIdentify (Controller/NS)
CNS value
Active Namespace Mgmt.
00 Identify Namespace for NSID
01 Identify Controller 
02 Active Namespace ID List
03 NS ID descriptor for NSID
04 NVM Sets List
05 I/O command set / NSID
06 I/O command set /Controller
07 Active NS ID List (I/O cmd. set)
08 I/O cmd set Independent

Controller NS Mgmt.
10 Allocated Namespace ID List
11 Identify NS / NSID
12 Controller List attached to NSID
13 Controller Lists in NVM Subsys.
14 Primary Controller Capabilities
15 Secondary Controller List
16 Namespace Granularity List
17 UUID List return to Host
18 Domain List
19 Endurance Group List
1A I/O command set / NSID
1B I/O command set /Identify NS
1C I/O command set data structure

PC
Ie

Logs

Identity 

Features

NVMe Subsystem
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CPU

PCIe

All Flash 
Array

DDR

NVMe/PCIe 
SSD

PCIe
Lanes

PC
Ie

-0

LBA

PCIe

CNTL#
NSI/O CNTL

Port-ID

NSID

Discovery CNTL
DDC

Admin 0 
SQ/CQ

Log Page 70

I/O CNTL NVM SQ/CQ

Properties

Memory

PCIe Register

BAR Address

MSIx space

NVMe-oF

Admin_Q

0 1

mDNS Responder SQ CQ
Door 
Bells

NVMe-TCP

I/O_Q

n

PC
Ie

Logs

Identity 

Features

NVMe Subsystem

Properties
are on the
controller’s
memory space

Log Pages, ID#

Identification
of Controller
& Namespace
(CNS)

Tunable
Features

NVMe Storage Architecture (Architecture)
NIC Card

Name Space
NSID/volume

NVMe SSD

I/O
Controller(Direct)

Discovery 
Controller

Administrative
Controller

TCP/CDC Cntl.
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Storage
Array

N9k

MDS SW

MDS Director

N9kNPV

MDS SW

Server Server

SCSI-FCP

FCoE Enet

FCP

FCP

NVMe/FC

NDFC
SAN NVMe 

Insights

NVMe/FC Architecture

SCSI/FC

NVMe/FC

NVMe

N9kN9k

N9k

NDFC
LAN

APIC
ACI

NVMe 
Insights

Server
Enet

Server

Enet

Ethernet
Fibre Channel

NVMe/TCP

NVMe NVMe

Cisco Single Pane of Glass (Nexus Dashboard) - NVMe Storage Management

32GFC100G NVMe/FC

Flash/NS

N9k

Centralized
Discovery
Controller

NVMe/TCP

CDC

mDNS 
Push/Pull Registration
Fabric Zoning (FZL,FZS,FZR)
AER (Async. Event Reg.)

TCP Fabric Services (CDC)

Directory Service
Name Server DB
Zone Server DB
RSCN

FC Fabric Services

LAN Analytics

SAN Analytics

PS
N9K -Cisco Nexus Ethernet Switch
CDC: Dell’s SFSS/CDC MDS -Cisco Fibre Channel Switch

PS -Dell PowerStore All-Flash Storage 

Cisco NVMe Anywhere 
Hybrid Storage Fabric
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NVMe/FC Architecture



30 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

PCIe

NIC

CPU

PCIe

Storage Array

Memory

DDR

NVMe/PCIe 
SSD

PCIe Register

BAR Address

MSIx space

PC
Ie

-0

LBA

Host Software

NVMe-oF

Network
Adapter

NVMe-oF

•NVMe-FC
•NVMe-TCP

•NVMe-RDMA
-Infiniband, 

-iWARP, 
-RoCEv2

NVMe-Over Fabric

Fabric

I/OAdmin

NVMe SQ/CQ

Host

NVMe-PCIe

I/OAdmin

NVMe-oF SQ/CQ

NVMe over Fabric

Fibre Channel
Ethernet
Infiniband

PCIe
Lanes

(under 10usec)

NVMe-oF

NVMe-PCIe
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Host NVMe Cntl.

Fabric Login
(FLOGI)

FC Network

Port Login -Ingress
(PLOGI)

Port Login -Target
(PLOGI)

Process Login -Target
(PRLIN /NVMe-FC)

Get ID FC4 Feature
(GET_ID FF)

Link Services Create NVMe Association
(LS_CASS)

Create NVMe Admin Queue
(NVMe_Connect)

Enable the NVMe Controller 
(Get/Set Property)

Get the I/O Controllers list
(Get Log Page ID 70)

Discovery I/O Cntl.

Link Services Create NVMe Association
(LS_CASS)

NVMe-FC Transport

Connect to NVMe Cntl.I

Create NVMe QueuesII

Discover NamespacesIII

Start NVMe I/O operationIV
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Host NVMe Cntl.FC Network

Discovery I/O Cntl.

Create NVMe Admin Queue
(NVMe_Connect)
Enable the NVMe Controller 
(Get/Set Property)
Create NVMe I/O Connection
(LS_CIOC)

Create NVMe I/O Queues
(NVMe_Connect)

NVMe-FC Transport

Connect to NVMe Cntl.I

Create NVMe QueuesII

Discover NamespacesIII

Start NVMe I/O operationIV
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Host NVMe Cntl.FC Network

Discovery I/O Cntl.

Get Controller’s details
(NVMe Identify-01, 1C)

Get Active NS List
(NVMe Identify-02)

Host issues Write Command
(NVMe Write)

NVMe-FC Transport

Connect to NVMe Cntl.I

Create NVMe QueuesII

Discover NamespacesIII

Start NVMe I/O operationIV
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CPU

PCIe

Storage Array

Memory

DDR

NVMe/PCIe 
SSD

PCIe Register

BAR Address

MSIx space

PC
Ie

-0

LBA

Host Software

NVMe-oF

Host Bus
Adapter

NVMe-oF

PCIe

Fabric

CNTL-ID

-NVMe Subsystem consists of multiple CNTLs
-Controllers provide access to Name Spaces
via SQ/CQ

-Subsystem Port (Port-ID) is a protocol 
interface between an NVM subsystem & host

NS

NVMe Subsystem.NQN

NSID

NVMe-oF (NVMe Subsystem)

I/OAdmin

NVMe SQ/CQ

PCIe
Lanes

Host

Port-ID
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NVMe-Port ID

Initiator
Host

Memory 
Region #1

Memory 
Region #2

NVMe-FC

NVMe-Port ID

Target

NVMe-FC NVMe 
CNTL

Namespace

NVMe Subsystem

LBA

NSID

FC Fabric

NVMe-oF (FC Mapping Abstractions)

NVMe Host Submits a NVMe_Write command as SQE (Submission Queue Entry)1

1
SQE
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NVMe-Port ID

Initiator
Host

Memory 
Region #1

Memory 
Region #2

NVMe-FC

NVMe-Port ID

Target

NVMe-FC NVMe 
CNTL

Namespace

NVMe Subsystem

LBA

NSID

FC Fabric

Data pointed by the Host SGL is placed in a Data Series and command 
is passed to NVMe-FC layer

2

SGL

2 Data Series
SQE

NVMe-oF (FC Mapping Abstractions)
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NVMe-Port ID

Initiator
Host

Memory 
Region #1

Memory 
Region #2

NVMe-FC

SGL

NVMe-Port ID

Target

NVMe-FC NVMe 
CNTL

Namespace
NVMe Association ID 100

NVMe Subsystem

LBA

NSID

FC Fabric

The Host NVMe-FC layer specifies the NVMe-FC association with the NVMe controller3

Data Series

3

Association ID
SQE

NVMe-oF (FC Mapping Abstractions) -Association ID
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NVMe-Port ID

Initiator
Host

Memory 
Region #1

Memory 
Region #2

Admin

I/O

NVMe-FC

0

1

2

SGL
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The Host NVMe-FC layer maintains a mapping of Host queues (NVMe-oF) to
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Upon receiving the SQE command NVMe_Port allocates XID for the NVMe-FC I/O 
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doesn’t have I/O queues Host

NVMe_Connect
[SQE]

Host sends a NVMe Fabric 
command “Connect” to create 
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NVMe/TCP Architecture
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NVMe over Fabric (FC, TCP, RoCEv2)
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TCP port 4420 has been assigned for use by NVMe over Fabrics 

TCP port 8009 has been assigned by IANA for use by NVMe over Fabrics discovery. TCP port 8009 is 
the default TCP port for NVMe/TCP discovery controllers. 

There is no default TCP port for NVMe/TCP I/O controllers, the Transport Service Identifier 
(TRSVCID) field in the Discovery Log Entry indicates the TCP port to use. 
The TCP ports that may be used for NVMe/TCP I/O controllers include TCP port 4420, and the 
Dynamic and/or Private TCP ports (i.e., ports in the TCP port number range from 49152 to 65535). 
NVMe/TCP I/O controllers should not use TCP port 8009. TCP port 4420 shall not be used for both 
NVMe/iWARP and NVMe/TCP at the same IP address on the same network. 

The TRSVCID field in a Discovery Log Entry for the NVMe/TCP transport shall contain a TCP port 
number in decimal representation as an ASCII string. If such a TRSVCID field does not contain a TCP 
port number in decimal representation as an ASCII string, then the host shall not use the 
information in that Discovery Log Entry to connect to a controller. 

NVMe-TCP Port Numbers

source: NVMe Specifications
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NVMe/TCP -(11) Types of PDUs

Enet hdr IP hdr TCP hdr HDGST PAD Data DDGSTPDU Opcode (xx) Flags hlen PDU offset PDU len Packet Specific Header

(xx) PDU Opcode
00-ICReq -H2C
01-ICResp -C2H

02-H2CTermReq
03-C2HTermReq

04-CapsuleCmd -H2C
05-CapsuleResp -C2H

06-H2CData
07-C2HData

09-R2T-C2H

0A-KDReq
0B-KDResp

NVMe/TCP PDU Types

source: NVM Express TCP Transport Specification 1.0b

TCP Port# 
8009 NVMe/TCP Discovery
4420 NVMe over Fabric
No default NVMe/TCP I/O cntl.

NVMe/TCP facilitates an optional PDU Header Digest (HDGST) 
and Data Digest (DDGST). The presence of each digest is 
negotiated at the connection establishment.

CH Common Header (8 bytes) PSH

00                                    01               02           03                        04                  07         

Enet FCS

A host and a controller in an
NVM subsystem communicate
over TCP by exchanging
NVMe/TCP Protocol Data
Units (NVMe/TCP PDUs).

An NVMe/TCP PDU may be
used to transfer a capsule,
data, or control/status
information.

The PDU header (HDR) consists of a PDU common 
header (CH) which has a fixed length of 8 bytes and a 
PDU specific header (PSH) which has a variable length

(0A) Kickstart Discovery Request: A PDU sent from 
a DDC to a CDC to request a pull registration and 
communicate connection parameters to be used 
during the subsequent pull registration.

(0B) Kickstart Discovery Response: A PDU sent from 
a CDC to a DDC to accept a pull registration request 
and connection parameters.
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PDU Type (00) ICReq -Initiate Connection Request

Opcode: 00 ICReq -Initialize Connection Request 

source: NVM Express TCP Transport Specification 1.0b

Enet hdr IP hdr TCP hdr HDGST MAXR2TPDU Opcode (00) Flags hlen PDU reser PDU len Packet Specific Header

CH Common Header PSH

00                                    01               02           03                        04                     08      11                  12                     16                  127         

reserved Enet FCS

An NVMe Transport connection is established
between a host and an NVM subsystem prior to the
transfer of any capsules or data.
The mechanism used to establish an NVMe
Transport connection is NVMe Transport specific
and defined by the corresponding NVMe Transport
binding specification.

The first step is to establish a TCP connection 
between a host and a controller. A controller acts as 
the passive side of the TCP connection and is set to 
“listen” for host-initiated TCP connection 
establishment requests.

Once a TCP connection has been established, the 
host sends an Initialize Connection Request (ICReq) 
PDU to the controller.

Key Info carried in ICReq
-DDGST/HDGST enable or disable
-Max outstanding R2T (Ready to Transmit)
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PDU Type (00) ICReq -example 

Enet hdr IP hdr TCP hdr HDGST MAXR2TPDU Opcode (00) Flags hlen PDU reser PDU len Packet Specific Header

CH Common Header PSH

00                                    01               02           03                        04                     08      11                  12                     16                  127         

reserved Enet FCS

PDU Opcode

Initiate Connection Request ICReq
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PDU Type (01) ICResp -Initiate Connection Response

Enet hdr IP hdr TCP hdr HDGST MAXH2CDATA reservedPDU Opcode (01) Flags hlen PDU offset PDU len Packet Specific Header

CH Common Header PSH

Opcode: 01 ICResp -Initialize Connection Response 

source: NVM Express TCP Transport Specification 1.0b

00                                    01               02           03                        04                     08      11                  12                                  16                  127       

Enet FCS

When a controller receives an ICReq PDU,
that controller responds with an Initialize
Connection Response (ICResp) PDU. The
exchange is used to both establish a
connection and exchange connection
configuration parameters.

When a connection is established, the
host and controller are ready to exchange
capsules and command data.
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PDU Type (01) ICResp -example

Enet hdr IP hdr TCP hdr HDGST MAXH2CDATA reservedPDU Opcode (01) Flags hlen PDU offset PDU len Packet Specific Header

CH Common Header PSH

00                                    01               02           03                        04                     08      11                  12                                  16                  127       

Enet FCS

Initiate Connection Response 0010 0000 (1048576)
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PDU Type (0A) KDReq -Kickstart Discovery Request

Enet hdr IP hdr TCP hdr NUMKR HDGSTPDU Opcode (0A) Flags hlen PDU offset PDU len # of Kickstart Records  

CH Common Header PSH

00                                    01               02           03                        04                     08      10                   12.                 16

PDU Data

Enet FCS

# of Discovery Info Entries

Kickstart Records

KDReq (Kickstart Discovery Request)

KRN/Data DDGST

Kickstart Record #1, #2, #3 .......

For kickstart discovery, the CDC acts as the passive side of the TCP
connection and is set to “listen” for DDC-initiated TCP connection
establishment requests. The IP address used by the DDC to establish the
TCP connection with the CDC may be obtained from the A record
provided in an mDNS response from the CDC.

source: NVM Express Specification

source: NVM Express Specification
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PDU Type (0A) KDReq -example

Enet hdr IP hdr TCP hdr NUMKR HDGSTPDU Opcode (0A) Flags hlen PDU offset PDU len # of Kickstart Records  

CH Common Header PSH

00                                    01               02           03                        04                     08      10                   12.                 16

PDU Data

Enet FCSKRN/Data DDGST

Kickstart Discovery Request



76 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

PDU Type (0B) KDResp -Kick Start Discovery Response

Enet hdr IP hdr TCP hdr FAILRSN HDGSTPDU Opcode (0B) Flags hlen PDU offset PDU len KSSTAT

CH Common Header PSH

00                                    01               02           03                        04                     08      09                   10                  14             270.        273

PDU Data

Enet FCS

Kickstart Status

KDResp (Kickstart Discovery Response)

Data DDGST

CDC NVMe Qualified Name

source: NVM Express Specification source: NVM Express Specification



77 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

PDU Type (0B) KDResp -example

Enet hdr IP hdr TCP hdr FAILRSN HDGSTPDU Opcode (0B) Flags hlen PDU offset PDU len KSSTAT

CH Common Header PSH

00                                    01               02           03                        04                     08      09                   10                  14             270.        273

PDU Data

Enet FCSData DDGST

Kickstart Discovery Response KSSTAT: KickStart Status

01:(0000 00 01)KSSTAT

Success 
(CDC will perform PULL Registration)
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PDU Type (04) CapsuleCmd -Capsule Command/SQE

Enet hdr IP hdr TCP hdr HDGST PAD In-Capsule Data DDGSTPDU Opcode (04) Flags hlen PDU offset PDU len SQE Header (64 bytes)

CH Common Header

PSH

Opcode: 04 Command Capsule 

source: NVM Express TCP Transport Specification 1.0b

00                                    01               02           03                        04                     08      72                                    N:                                   M:         M+3

Enet FCS

A capsule is an NVMe unit of information 
exchange used in NVMe over Fabrics. 
A command capsule contains a command
(formatted as a Submission Queue Entry
(SQE)) and may optionally include SGLs or
data.

A capsule is independent of any underlying
NVMe Transport unit (e.g., packet, message,
or frame and associated headers and
footers) and may consist of multiple such
units.

Command capsules are transferred from a
host to an NVM subsystem. The SQE
contains an Admin command, an I/O
command, or a Fabrics command.

Command Capsule

SQE
Submission
Queue
Entry
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PDU Type (04) CapsuleCmd/SQE

Enet hdr IP hdr TCP hdr HDGST PAD In-Capsule Data DDGSTPDU Opcode (04) Flags hlen PDU offset PDU len SQE Header (64 bytes)

CH Common Header

00                                    01               02           03                        04                     08      72                                    N:                                   M:         M+3

0                                                                                                                            4             8                12    16                               24                    40                 44      48      52      56      60   63          

SQE Opcode FUSE reserved PRP or SGL (PSDT)
00                                  08               10                        14                                            16.                              31 
bits

Command ID NSID CDW2 Meta Data PTR Data PTR CDW10 1511 123 13 14

bytes SQE Header (64bytes)
(04)CapsuleCmd

01 Create I/O SQ
00 Delete I/O SQ
05 Create I/O CQ
04 Delete I/O CQ

02 Get Log Page
06 Identify

09 Set Feature
0A Get Feature

0C AER
18 Keepalive

7F Fabric Commands

80 Format NVM
84 Sanitize
86 Get LBA Status
08 Abort
10 Firmware commit
11 Firmware download
14 Device Self Test
24 Lockdown
7C Doorbell Buffer Config

0D Namespace Mgmt.
15 NS Attachment

1C Virtualization Mgmt.
20 Capacity Mgmt.

19 Directive Send
1A Directive Receive

81 Security Send
82 Security Receive

1D NVMe-MI Send
1E NVMe-MI Receive

Admin Queue Commands

01 Connect
08 Disconnect
00 Property Set
04 Property Get
05 Authentication Send
06 Authentication Receive

01 Write
04 Write Uncorrectable
08 Write Zeroes
02 Read
00 Flush
0C Verify
05 Compare
19 Copy
09 Dataset Mgmt.
0D Resv. Register
0E Resv. Report
11 Resv. Acquire
15 Resv. Release

I/O Queue Commands Fabric Commands

Enet FCS

PSH

CDWs are command specific

21 Discovery Info. Mgmt.
22 FZ Receive
25 FZ Lookup
29 FZ Send

New Admin Cmds (CDC)

New Admin Cmds

Command Capsule
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Command Capsule
PDU Type (04) CapsuleCmd/SQE -example

Enet hdr IP hdr TCP hdr HDGST PAD In-Capsule Data DDGSTPDU Opcode (04) Flags hlen PDU offset PDU len SQE Header (64 bytes)

CH Common Header

00                                    01               02           03                        04                     08      72                                    N:                                   M:         M+3

0                                                                                                                            4             8                12    16                               24                    40                 44      48      52      56      60   63          

SQE Opcode FUSE reserved PRP or SGL (PSDT)
00                                  08               10                        14                                            16.                              31 
bits

Command ID NSID CDW2 Meta Data PTR Data PTR CDW10 1511 123 13 14

bytes SQE Header (64bytes)
(04)CapsuleCmd

Enet FCS

PSH

Identify Command



81 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

PDU Type (05) CapsuleResp -Capsule Response/CQE

Enet hdr IP hdr TCP hdr HDGSTPDU Opcode (05) Flags hlen PDU offset PDU len CQE Header (16 bytes)

CH Common Header PSH

Opcode: 05 Response Capsule 

source: NVM Express TCP Transport Specification 1.0b

00                                    01               02           03                        04                     08      24.                27

Enet FCS

Fabric Response Type Specific SQ Head Pointer Reserved Status STS

0                                                                8                                    10                     12 14                            15
bytes

00                                        16bits

rsv.CID

bit: 15:        01       00
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PDU Type (05) CapsuleResp/CQE

Enet hdr IP hdr TCP hdr HDGSTPDU Opcode (05) Flags hlen PDU offset PDU len CQE Header (16 bytes)

CH Common Header PSH

00                                    01               02           03                        04                     08      24.                27
(05)CapsuleResp

DW0 DW1 SQ Head Pointer SQ Identifier CID P Status Field

0             4             8                                    10                          12                              15bytes

00                                        16 00        16     17                        31bits

Completion Queue Entry (CQE) 16 bytes

Status Code Code Type Cmd Retry Delay More Do Not Retry

17                          25                       28                                   30            31 bits

Status

Status Codes
00  Successful Completion
01 Invalid Command Opcode
02 Invalid Field in command
03 Command ID conflict
04 Data Transfer Error
05 Commands Aborted, power loss
06 Internal Error
07 Cmd Abort Req.

08 Cmd Aborted, SQ deletion
09 Cmd Aborted, Failed Fused
0A Cmd Aborted, missing Fused
0B Invalid Namespace
0C Cmd Sequence Error
0D Invalid SGL Descriptor
0E Invalid Number of SGL
0F Data SGL length invalid

10 Metadata SGL length 
11 SGL type invalid
12 Invalid use of CMB
13 PRP Offset Invalid
14 Atomic Write exceeded
15 Operation Denied
16 SGL Offset Invalid
18 Host ID Inconsistent

19 Keep Alive Timer Expired
1A Keep Alive Timeout Invalid
1B Cmd Aborted / Abort
1C Sanitize Failed
1D Sanitize in Progress
1E SGL Data Block invalid
1F Cmd not supported/CMB
20 Namespace in write protect

command specific

21 Command Interrupted
22 Transient Transport Error
23 Cmd Prohibited by feature
24 Admin Cmd Media not ready
80 LBA Out of Range
81 Capacity Exceeded
82 Namespace not ready
83 Reservation Conflict

84 Format in Progress
85 Invalid Value Size
86 Invalid Key Size
87 KV Key Does not exist
88 Unrecovered Error
89 Key Exists

Enet FCS
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PDU Type (04) CapsuleCmd(7F) -Fabric Commands

Enet hdr IP hdr TCP hdr HDGST PAD In-Capsule Data DDGSTPDU Opcode (04) Flags hlen PDU offset PDU len SQE Header (64 bytes)

CH Common Header PSH

00                                    01               02           03                        04                     08      72                                    N:                                   M:         M+3

PDU Data

(04)CapsuleCmd

Cmd Opcode (7F) PSDT CID FCTYPE reserved FCTYPE Specific

00                                         01              02         04                  05                    40           63

SQE: Submission Queue Entry

Fabric Command Types

source: NVMe-over-Fabrics -1.1a

Fabrics commands are used
to create queues and initialize
a controller.

Enet FCS

-01 Connect
-08 Disconnect

-04 Property Get
-00 Property Set

-05 Auth. Send
-06 Auth. Receive
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PDU Type (04) CapsuleCmd(7F) -Fabric Commands -example

Enet hdr IP hdr TCP hdr HDGST PAD In-Capsule Data DDGSTPDU Opcode (04) Flags hlen PDU offset PDU len SQE Header (64 bytes)

CH Common Header PSH

00                                    01               02           03                        04                     08      72                                    N:                                   M:         M+3

PDU Data

(04)CapsuleCmd

Cmd Opcode (7F) PSDT CID FCTYPE reserved FCTYPE Specific

00                                         01              02         04                  05                    40           63

SQE: Submission Queue Entry

Enet FCS

Fabric Connect
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PDU Type (05) CapsuleResp -(Fabric Cmd) Response/CQE

Enet hdr IP hdr TCP hdr HDGSTPDU Opcode (05) Flags hlen PDU offset PDU len CQE Header (16 bytes)

CH Common Header PSH

00                                    01               02           03                        04                     08      24.                27

(05)CapsuleResp CQE: Completion Queue Entry

Fabric Response Capsule -Completion Queue Entry (CQE)

source: NVMe-over-Fabrics -1.1a

Enet FCS

Fabric Response Type Specific SQ Head Pointer Reserved Status STS
0                                                                     8                                         10           12           14                                  15bytes

rsv.CID
bit: 15:                    01              00

Fabrics commands use the status for commands defined in the NVMe Base specification.
Fabrics commands use an allocation of command specific status values from 80h to BFh
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Enet hdr IP hdr TCP hdr HDGSTPDU Opcode (05) Flags hlen PDU offset PDU len CQE Header (16 bytes)

CH Common Header PSH

00                                    01               02           03                        04                     08      24.                27

(05)CapsuleResp CQE: Completion Queue Entry

Enet FCS

Fabric Response Type Specific SQ Head Pointer Reserved Status STS
0                                                                     8                                         10           12           14                                  15bytes

rsv.CID
bit: 15:                    01              00

Connect Response

Successful

PDU Type (05) CapsuleResp -(Fabric Cmd) Response/CQE
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PDU Type (06) H2CData -Host to Controller Data

Enet hdr IP hdr TCP hdr HDGST PAD Command Data Buffer DDGSTPDU Opcode (06) Flags hlen PDU offset PDU len Packet Specific Header

CH Common Header PSH

Opcode: 06 Host to Controller Data Transfer 

source: NVM Express TCP Transport Specification 1.0b

00                                    01               02           03                        04                     08      24                                    N:                                              M:          M+3

PDU Data

Enet FCS
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PDU Type (07) C2HData -Controller to Host Data

Enet hdr IP hdr TCP hdr HDGST PAD Host-resident data DDGSTPDU Opcode (07) Flags hlen PDU offset PDU len Packet Specific Header

CH Common Header PSH

Opcode: 07 Controller To Host Data Transfer

source: NVM Express TCP Transport Specification 1.0b

00                                    01               02           03                        04                     08      24                                    N:                                           M: M+3

PDU Data

Enet FCS
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PDU Type (09) R2T -Ready To Transfer

Enet hdr IP hdr TCP hdr HDGSTPDU Opcode (09) Flags hlen PDU offset PDU len Packet Specific Header

CH Common Header PSH

Opcode: 09 Ready to Transfer

source: NVM Express TCP Transport Specification 1.0b

00                                    01               02           03                        04                     08      24                 27

Enet FCS



90 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

PDU Type (02) H2CTermReq -Host To Controller Termination Request

Enet hdr IP hdr TCP hdr reserved PDU headerPDU Opcode (02) Flags hlen PDU offset PDU len Fatal Error Status/Info 

CH Common Header PSH

Opcode: 02 H2CTermReq  -Host to Controller Terminate Connection Request

source: NVM Express TCP Transport Specification 1.0b

00                                    01               02           03                        04                     08      14                      24:                         N-1

PDU Data

Enet FCS
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PDU Type (03) C2HTermReq -Controller to Host Termination Request

Opcode: 03 C2HTermReq  -Controller to Host Terminate Connection Request

source: NVM Express TCP Transport Specification 1.0b

Enet hdr IP hdr TCP hdr reserved PDU headerPDU Opcode (03) Flags hlen PDU offset PDU len Fatal Error Status/Info 

CH Common Header PSH

00                                    01               02           03                        04                     08      14                      24:                         N-1

PDU Data

Enet FCS
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mDNS Query ( _nvme-disc._tcp.local )
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mDNS Query ( _cdc._sub._nvme-disc._tcp.local )
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mDNS Response
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mDNS Announcement
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TCP Sync
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage Appliance
IP network

subsystem

NVMe-Host
10.254.161.2

Linux Client

Step-1 (Discover the Storage Appliance)
Storage Admin will issue a “NVMe discover” CLI command at the 
host to retrieve the Storage Appliance Subsystem.

Step-1 Discover the Storage Appliance

# nvme discover  -t tcp  -a 10.254.164.2 -s 4420
Discovery Log Number of Records 1, Generation counter 1
=====Discovery Log Entry 0======
trtype:  unrecognized
adrfam: ipv4
subtype: nvme subsystem
treq:    not specified
portid:  28
trsvcid: 4420

subnqn:  GB00041004bbf910
traddr:  10.254.164.2

GB00041004bbf910

# nvme discover 
-t tcp 
-a 10.254.164.2
-s 4420 GB00041004bbf910
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

subsystem

NVMe-Host
10.254.161.2

Linux Client

# nvme discover 
-t tcp 
-a 10.254.164.2
-s 4420

ICReq

ICResp(max. outstanding , R2T=0)ICReq
ICResp (max. H2CData size)

TCP Session
TCP SYN
TCP SYN/Ack
TCP Ack

4420

NVMe-TCP NVMe-TCP

Max Data 
Size CNTL
will accept

TCP session 
(NVMe is
supported)

Initiate Connection Request to Discovery Cntl
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I/O CNTL

10.254.164.2

NS

Storage
IP network

subsystem

NVMe-Host
10.254.161.2

Linux Client

TCP Session

Max Data 
Size CNTL
will accept

TCP session 
(NVMe is
supported)

Connect Request

# nvme discover 
-t tcp 
-a 10.254.164.2
-s 4420

(max. outstanding , R2T=0)ICReq
ICResp (max. H2CData size)

TCP SYN
TCP SYN/Ack
TCP Ack

Discovery Controller

NVMe-TCP NVMe-TCP

Connect (Discovery)
Discovery NQN, Any CNTL
Admin_Q# (0), Size(32)

0xFFFFCreate
Admin_Q

nqn: nvmexpress.discovery

4420

Create NVMe Admin Queue
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

subsystem

NVMe-Host
10.254.161.2

Linux Client

TCP Session

Connect (Discovery)
Discovery NQN, Any CNTL
Admin_Q# (0), Size(32)

Connect Response

# nvme discover 
-t tcp 
-a 10.254.164.2
-s 4420

(max. outstanding , R2T=0)ICReq
ICResp (max. H2CData size)

TCP SYN
TCP SYN/Ack
TCP Ack

4420

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q0

NVMe-Q Association

Connect Response 
(CNTL#0x0401) 

(0xFFFF)

NVMe-TCP NVMe-TCP

Max Data 
Size CNTL
will accept

TCP session 
(NVMe is
supported)

Create
Admin_Q

nqn: nvmexpress.discovery Create NVMe Admin Queue
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

subsystem

NVMe-Host
10.254.161.2

Linux Client

Property Get

# nvme discover 
-t tcp 
-a 10.254.164.2
-s 4420

Get Controller
Capabilities

Property Get

(Controller Capabilities)

buffer 
offset

nqn: nvmexpress.discovery

Admin_Q0

CNTL#
0x0401NVMe-TCP

Admin_Q 0

NVMe-Q Association

Get Controller’s Capabilities
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

subsystem

NVMe-Host
10.254.161.2

Linux Client

# nvme discover 
-t tcp 
-a 10.254.164.2
-s 4420

Property Get
(Controller Capabilities)

Property Get Response

Property Get Response

Controller Capabilities
-Maximum Queue Entry =128
-Arbitration Mechanism
-Timeout
-Command Sets Supported

Get Controller
Capabilities Controller Capabilities

nqn: nvmexpress.discovery

Admin_Q0

CNTL#
0x0401NVMe-TCP

Admin_Q 0

NVMe-Q Association

Get Controller’s Capabilities
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

subsystem

NVMe-Host
10.254.161.2

Linux Client

# nvme discover 
-t tcp 
-a 10.254.164.2
-s 4420

Get Controller
Capabilities

Property Get
(Controller Capabilities)

Property Get Response

Set Controller Configuration
-Enable
-NVM command set =0
-Memory Page size: 4096
-Arbitration =Round Robin
-I/O SQ/CQ Size

Property SetEnable & 
change cntl.
configuration

Property Set Request

nqn: nvmexpress.discovery

Admin_Q0

CNTL#
0x0401NVMe-TCP

Admin_Q 0

NVMe-Q Association

SET Controller’s Configuration
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

subsystem

NVMe-Host
10.254.161.2

Linux Client

# nvme discover 
-t tcp 
-a 10.254.164.2
-s 4420

Get Controller
Capabilities

Property Get
(Controller Capabilities)

Property Get Response

Property Set

(Controller Configuration)

Property Get Request

Property Get
(Controller Status)

Get controller
Status

Enable & 
change cntl.
configuration

nqn: nvmexpress.discovery

Admin_Q0

CNTL#
0x0401NVMe-TCP

Admin_Q 0

NVMe-Q Association

Get Controller’s Status
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

subsystem

NVMe-Host
10.254.161.2

Linux Client

Property Get Response

# nvme discover 
-t tcp 
-a 10.254.164.2
-s 4420

Get Controller
Capabilities

Property Get
(Controller Capabilities)

Property Get Response

Property Set

(Controller Configuration)

Property Get

Controller Status
-Ready

(Controller Status = Ready)

Check cntl.
status (Ready)

Enable & 
change cntl.
configuration

nqn: nvmexpress.discovery

Admin_Q0

CNTL#
0x0401NVMe-TCP

Admin_Q 0

NVMe-Q Association

Get Controller’s Status
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

subsystem

NVMe-Host
10.254.161.2

Linux Client

# nvme discover 
-t tcp 
-a 10.254.164.2
-s 4420

Identify Request

Identify ControllerIdentify
Controller
Details

nqn: nvmexpress.discovery

Admin_Q0

CNTL#
0x0401NVMe-TCP

Admin_Q 0

NVMe-Q Association

Identify Controller CNS-01



107 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

subsystem

NVMe-Host
10.254.161.2

Linux Client

# nvme discover 
-t tcp 
-a 10.254.164.2
-s 4420

Identify Controller

Identify Response

multiple pages (not shown)

Identify
Controller
Details Response

nqn: nvmexpress.discovery

Admin_Q0

CNTL#
0x0401NVMe-TCP

Admin_Q 0

NVMe-Q Association

Identify Data Buffer
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

subsystem

NVMe-Host
10.254.161.2

Linux Client

# nvme discover 
-t tcp 
-a 10.254.164.2
-s 4420

Identify Controller
Identify
Controller
Details

(Discovery Log Page)
Get Discovery
Log Page

Get Log Page ID#70

Get Log Page

nqn: nvmexpress.discovery

Admin_Q0

CNTL#
0x0401NVMe-TCP

Admin_Q 0

NVMe-Q Association

Get Discovery Log Page
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

subsystem

NVMe-Host
10.254.161.2

Linux Client

# nvme discover 
-t tcp 
-a 10.254.164.2
-s 4420

Identify Controller
Identify
Controller
Details

Get Log Page ID#70Get Discovery
Log Page

Response

I/O Subsystem NQN
Discovery Log Number of Records 1, Generation counter 1
=====Discovery Log Entry 0======
trtype:  unrecognized
adrfam: ipv4
subtype: nvme subsystem
treq:    not specified
portid:  28
trsvcid: 4420

subnqn:  GB00041004bbf910
traddr:  10.254.164.2

(Discovery Log Entry)

Response
NQN GB00041004bbf910Host sees

this record

nqn: nvmexpress.discovery

Admin_Q0

CNTL#
0x0401NVMe-TCP

Admin_Q 0

NVMe-Q Association

Discovery Log Entry



110 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage Appliance
IP network

subsystem

NVMe-Host
10.254.161.2

Linux Client

# nvme discover 
-t tcp 
-a 10.254.164.2
-s 4420

# nvme discover  -t tcp  -a 10.254.164.2 -s 4420

Step-1 (Discover the Storage Appliance)
Storage Admin will issue a “NVMe discover” CLI command at the 
host to retrieve the Storage Appliance Subsystem.

Step-2 Connect to I/O Subsystem

Discovery Log Number of Records 1, Generation counter 1
=====Discovery Log Entry 0======
trtype:  unrecognized
adrfam: ipv4
subtype: nvme subsystem
treq:    not specified
portid:  28
trsvcid: 4420

subnqn:  GB00041004bbf910
traddr:  10.254.164.2

GB00041004bbf910

GB00041004bbf910

# nvme connect 
-t tcp 
-a 10.254.164.2 
-n GB00041004bbf910 
-s 4420

GB00041004bbf910

Step-2 (Connect to I/O Subsystem)
Storage Admin will issue a “NVMe connect” CLI command at the host to 
connect to the Storage Appliance Subsystem.
# nvme connect -t tcp -a 10.254.164.2 -n GB00041004bbf910 -s 4420
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

subsystem

NVMe-Host
10.254.161.2

Linux Client

# nvme discover 
-t tcp 
-a 10.254.164.2
-s 4420

subnqn:  
GB00041004bbf910

ICReq

ICResp

nqn: nvmexpress.discovery

Admin_Q0

CNTL#
0x0401NVMe-TCP

Admin_Q 0

NVMe-Q Association

# nvme connect 
-t tcp 
-a 10.254.164.2 
-n GB00041004bbf910 
-s 4420

TCP SYN
4420 TCP SYN/Ack

TCP Ack

4420

(max. outstanding , R2T=0)ICReq
ICResp (max. H2CData size)

Max Data 
Size CNTL
will accept

Initiate Connection to I/O Subsys
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

subnqn:  
GB00041004bbf910

# nvme connect 
-t tcp 
-a 10.254.164.2 
-n GB00041004bbf910 
-s 4420

TCP SYN
4420 TCP SYN/Ack

TCP Ack

4420

(max. outstanding , R2T=0)ICReq
ICResp (max. H2CData size)

# nvme discover 
-t tcp 
-a 10.254.164.2
-s 4420

Connect Request

nqn: nvmexpress.discovery

Admin_Q0

CNTL#
0x0401NVMe-TCP

Admin_Q 0

NVMe-Q Association

Max Data 
Size CNTL
will accept

Connect (I/O subsys)
SubNQN: GB00041004bbf910
Any controller: 0xffff
Admin_Q# (0), Size(32)
Keepalive: 15secs

0xFFFF
Create
Admin_Q

Create NVMe Admin Q
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

subnqn:  
GB00041004bbf910

# nvme connect 
-t tcp 
-a 10.254.164.2 
-n GB00041004bbf910 
-s 4420

TCP SYN
4420 TCP SYN/Ack

TCP Ack

4420

(max. outstanding , R2T=0)ICReq
ICResp (max. H2CData size)

Connect (I/O subsys)
SubNQN: GB00041004bbf910
Any controller: 0xffff, Admin_Q# (0), 
Size(32), Keepalive: 15secs

0xFFFF

# nvme discover 
-t tcp 
-a 10.254.164.2
-s 4420

Connect Response

Admin_Q

CNTL#
0x0401

NVMe-TCP
Admin_Q NVMe-Q Association

(CNTL#0x0401) 
Connect Response 

nqn: nvmexpress.discovery

Admin_Q0

CNTL#
0x0401NVMe-TCP

Admin_Q 0

NVMe-Q Association

Max Data 
Size CNTL
will accept

Create
Admin_Q

Create NVMe Admin Q
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

subnqn:  
GB00041004bbf910

# nvme connect 

# nvme discover 

nqn: nvmexpress.discovery

Property Get

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

NVMe-Q Association

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

Property Get

(Controller Capabilities)

Get Controller
Capabilities

NVMe-Q AssociationTCP Port# 43946

Get I/O Cntl. Capabilities
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

subnqn:  
GB00041004bbf910

# nvme connect 

# nvme discover 

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

nqn: nvmexpress.discovery

Property Get

(Controller Capabilities)

Property Get Response

Property Get Response

Controller Capability Data

Get Controller
Capabilities

NVMe-Q Association

NVMe-Q AssociationTCP Port# 43946

Get I/O Cntl. Capabilities



116 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

subnqn:  
GB00041004bbf910

# nvme connect 

# nvme discover 

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

nqn: nvmexpress.discovery

Property Get

(Controller Capabilities)

Property Set

Get Controller
Capabilities

NVMe-Q Association

NVMe-Q AssociationTCP Port# 43946

Set I/O Cntl. Configuration

Property SetEnable & 
change cntl.
configuration
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

subnqn:  
GB00041004bbf910

# nvme connect 

# nvme discover 

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

NVMe-Q Association

nqn: nvmexpress.discovery

Property Get

(Controller Capabilities)

Enable & 
change cntl.
configuration

Get Controller
Capabilities

NVMe-Q Association

Property Set

Property Get (Controller Status)

Check cntl.
status 

Property Get (CNTL Status)

TCP Port# 43946

Get I/O Cntl. Status
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

subnqn:  
GB00041004bbf910

# nvme connect 

# nvme discover 

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

NVMe-Q Association

nqn: nvmexpress.discovery

Property Get

(Controller Capabilities)

Enable & 
change cntl.
configuration

Get Controller
Capabilities

NVMe-Q Association

Property Set

Property Get (CNTL Status)

Property Get Response

Check cntl.
status (Ready)

Property Get Response 
(Ready)

TCP Port# 43946

Get I/O Cntl. Status
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

subnqn:  
GB00041004bbf910

# nvme connect 

# nvme discover 

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

NVMe-Q Association

nqn: nvmexpress.discovery

Property Get

(Controller Capabilities)
Enable & 
change cntl.
configuration

Check cntl.
status (Ready)

Get Controller
Capabilities

NVMe-Q Association

Property Set

Property Get (CNTL Status)

Property Get (Version)

Property Get Response 
(Ready)

Property Get (Version)Get CNTL
Version

TCP Port# 43946

Get I/O Cntl. Version
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

subnqn:  
GB00041004bbf910

# nvme connect 

# nvme discover 

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

NVMe-Q Association

nqn: nvmexpress.discovery

Property Get

(Controller Capabilities)
Enable & 
change cntl.
configuration

Check cntl.
status (Ready)

Get Controller
Capabilities

NVMe-Q Association

Property Set

Property Get (CNTL Status)

Property Get Response (Version#)

Property Get Response 
(Ready)

Property Get (Version)Get CNTL
Version

TCP Port# 43946

Get I/O Cntl. Version
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

subnqn:  
GB00041004bbf910

# nvme connect 

# nvme discover 

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

NVMe-Q Association

nqn: nvmexpress.discovery

NVMe-Q Association

Identify Request

IdentifyIdentify
Controller

TCP Port# 43946

Identify I/O Cntl. CNS-01
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

subnqn:  
GB00041004bbf910

# nvme connect 

# nvme discover 

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

NVMe-Q Association

nqn: nvmexpress.discovery

NVMe-Q Association

IdentifyIdentify
Controller

Identify Response

Identify Response

multiple pages (not shown)

TCP Port# 43946

I/O Controller Details
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

subnqn:  
GB00041004bbf910

# nvme connect 

# nvme discover 

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

NVMe-Q Association

nqn: nvmexpress.discovery

NVMe-Q Association

IdentifyIdentify
Controller

Set Features (64 I/O SQ/CQ)
Set I/O queue
pairs SQ/CQ

Set Feature (Host requests 64 I/O SQ/CQ)

In linux,  multi-queue block I/O layer uses two levels of queues to improve 
scalability. The software queues “blk_mq_ctx” removes the lock contention 
problem in multi-core setup and the hardware queues “blk_mq_hctx” maps 
to the device driver multiple dispatch queues like NVMe SQ/CQ. 
By default NVMe driver will map each core to one SQ/CQ pair

Why is host asking for
64 I/O queues ?

TCP Port# 43946

Create 64 I/O queues request
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

subnqn:  
GB00041004bbf910

# nvme connect 

# nvme discover 

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

NVMe-Q Association

nqn: nvmexpress.discovery

NVMe-Q Association

IdentifyIdentify
Controller

Set Features (64 I/O SQ/CQ)

Set Feature Response (Controller accepts only 8 I/O SQ/CQ pairs)

Based on the number of I/O queues response, Host will initiate 
the same number of NVMe association creation process 
(see next page)

TCP Port# 43946

Set Features Response 
(8 I/O SQ/CQ)

Set I/O queue
pairs SQ/CQ

Accepted  8 I/O queues only
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

subnqn:  
GB00041004bbf910

# nvme connect 

# nvme discover 

Admin_Q 0

CNTL#
0x0401NVMe-TCP

Admin_Q 0

nqn: nvmexpress.discovery

TCP Port# 43946

TCP SYN
4420 TCP SYN/Ack

TCP Ack

4420

(max. outstanding , R2T=0)ICReq
ICResp (max. H2CData size)

I/O queue 1

Connect Request (I/O subsys)

SubNQN: GB00041004bbf910, CNTL:0x0401, 
I/O_Q# (1), Size(128), Keepalive =0ms

0x0401

Connect Response 
NVMe-TCP
I/O_Q 1

NVMe-Q Association

Create
I/O_Q#1

TCP Port# 43948

NVMe-Q Association

NVMe-Q Association

Source TCP 
port# 43948e.g. Connect Request for 1st I/O queue  

I/O queue ID (1)

same controller

same Subsystem

No keep alive
for I/O queues

Create  8 I/O queues
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

subnqn:  
GB00041004bbf910

# nvme discover 

nqn: nvmexpress.discovery

NVMe-Q Association

-Host creates the 8 I/O queues on the same controller 
-Each I/O queue is mapped into a unique TCP session
-The NVMe/ TCP port id is 4420
-A unique source TCP port# is provided for each session
-No Keep Alive are maintained for I/O queues session
-Keep Alive is only maintained for the Admin_Q 0
-All NVMe commands are processed on Admin queue
-Only I/O commands, like read/write go over I/O queues
-Discovery controller does not have any I/O queues
-NVMe architecture allows up to 64k I/O queues

CNTL#
0x0401

Admin_Q 0

I/O_Q 1

I/O_Q 2

I/O_Q 3

I/O_Q 4

I/O_Q 5

I/O_Q 6

I/O_Q 7

I/O_Q 8

# nvme connect 

TCP Port# 43946
Admin Q 0
TCP Port# 43948
I/O queue #1

TCP Port# 43950
I/O queue #2

TCP Port# 43952
I/O queue #3

TCP Port# 43954
I/O queue #4

TCP Port# 43956
I/O queue #5

TCP Port# 43958
I/O queue #6

TCP Port# 43960
I/O queue #7

TCP Port# 43962
I/O queue #8

NVMe-Q Association/TCP Session 1 

NVMe-Q Association/TCP Session 2

NVMe-Q Association/TCP Session 3

NVMe-Q Association/TCP Session 4

NVMe-Q Association/TCP Session 5

NVMe-Q Association/TCP Session 6

NVMe-Q Association/TCP Session 7

NVMe-Q Association/TCP Session 8

NVMe-Q Association/TCP Session 9

NVMe Multi Queue Architecture

NVMe I/O Data Queues
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I/O CNTL

10.254.164.2

NS

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

subnqn:  
GB00041004bbf910

# nvme connect 

# nvme discover 

CNTL#
0x0401

nqn: nvmexpress.discovery

NVMe-Q Association

Admin_Q 0
NVMe-TCP
Admin_Q 0

TCP Port# 43946 NVMe-Q Association/TCP Session 1 

Discovery Controller

Set Feature for NotificationAEN flags
configuration

Set Async. Event Notification Flags

Notify for any changes in
-Namespace attribute
-ANA changes

Set Feature (Notification Flags)

Set Notification Flag
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I/O CNTL

10.254.164.2

NS

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

subnqn:  
GB00041004bbf910

# nvme connect 

# nvme discover 

CNTL#
0x0401

nqn: nvmexpress.discovery

NVMe-Q Association

Admin_Q 0
NVMe-TCP
Admin_Q 0

TCP Port# 43946 NVMe-Q Association/TCP Session 1 

Discovery Controller

Set Feature for NotificationAEN flags
configuration

AER

AER RequestAER Event
Request

AER Response
Notify for any changes in

-Namespace attribute
-ANA changes

Previous Request: Async Event Config. (Notify Flags)

Async Event Request

Note: 
There is no timeout value 
for an outstanding AER request

Send Notification Request
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I/O CNTL

10.254.164.2

NS

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

subnqn:  
GB00041004bbf910

# nvme connect 

# nvme discover 

CNTL#
0x0401

nqn: nvmexpress.discovery

NVMe-Q Association

Admin_Q 0
NVMe-TCP
Admin_Q 0

TCP Port# 43946 NVMe-Q Association/TCP Session 1 

Discovery Controller

Set Feature for NotificationAEN flags
configuration

Identify (Namespace List)Find NS
Namespace

Identify the Namespace List

AER RequestAER Event
Request

Active Namespace List

Identify Active Namespaces
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I/O CNTL

10.254.164.2

NS 01

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

subnqn:  
GB00041004bbf910

# nvme connect 

# nvme discover 

CNTL#
0x0401

nqn: nvmexpress.discovery

NVMe-Q Association

Admin_Q 0
NVMe-TCP
Admin_Q 0

TCP Port# 43946 NVMe-Q Association/TCP Session 1 

Discovery Controller

Set Feature for NotificationAEN flags
configuration

Identify (Namespace List)

AER RequestAER Event
Request

Identify Response (Namespace ID)
NSID 0x01

Find NS List

Identify Response (Namespace ID)

Name space ID 0x01

Active Namespace List
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I/O CNTL

10.254.164.2

NS 01

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

subnqn:  
GB00041004bbf910

# nvme connect 

# nvme discover 

CNTL#
0x0401

nqn: nvmexpress.discovery

NVMe-Q Association

Admin_Q 0
NVMe-TCP
Admin_Q 0

TCP Port# 43946 NVMe-Q Association/TCP Session 1 

Discovery Controller

Set Feature for NotificationAEN flags
configuration

Identify (Namespace List)Find NS List

AER RequestAER Event
Request

Identify Response (NSID 0x01)

Identify (Namespace 0x01)Identify NS
Namespace

Identify (Namespace NSID 0x01)

NSID 0x01

Identify Namespace CNS-0
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I/O CNTL

10.254.164.2

NS 01

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

subnqn:  
GB00041004bbf910

# nvme connect 

# nvme discover 

CNTL#
0x0401

nqn: nvmexpress.discovery

NVMe-Q Association

Admin_Q 0
NVMe-TCP
Admin_Q 0

TCP Port# 43946 NVMe-Q Association/TCP Session 1 

Discovery Controller

Set Feature for NotificationAEN flags
configuration

Identify (Namespace List)Find NS List

AER RequestAER Event
Request

Identify Response (NSID 0x01)

Identify (Namespace 0x01)
Identify NS
Namespace

Identify NSID Response (detailed info regarding namespace)

Namespace Info

Identify Response (NSID 01)

Namespace Info returned
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I/O CNTL

10.254.164.2

NS 01

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

subnqn:  
GB00041004bbf910

# nvme connect 

# nvme discover 

CNTL#
0x0401

nqn: nvmexpress.discovery

NVMe-Q Association

Admin_Q 0
NVMe-TCP
Admin_Q 0

TCP Port# 43946 NVMe-Q Association/TCP Session 1 

Discovery Controller

Set Feature for NotificationAEN flags
configuration

Identify (Namespace List)Find NS List

AER RequestAER Event
Request

Identify Response (NSID 0x01)

Identify (Namespace 0x01)Identify NS
Namespace

Identify Response (NSID 01)

I/O queue 8

Read

QID #08 (Src Port 43962)

Namespace ID

Starting LBA/total blocks

Read (NSID 01, LBA)Host issues
Read Request

LBA

start LBA: 0x0000
# of  LBA: 0x0001

Cmd ID: 31

Issue NVMe Read
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Read (Data) C2HData

Read (Data)

I/O CNTL

10.254.164.2

NS 01

Storage
IP network

NVMe-Host
10.254.161.2

Linux Client

Admin_Q0

CNTL#
0x0401

NVMe-TCP
Admin_Q 0

subnqn:  
GB00041004bbf910

# nvme connect 

# nvme discover 

CNTL#
0x0401

nqn: nvmexpress.discovery

NVMe-Q Association

Admin_Q 0
NVMe-TCP
Admin_Q 0

TCP Port# 43946 NVMe-Q Association/TCP Session 1 

Discovery Controller

Set Feature for NotificationAEN flags
configuration

Identify (Namespace List)Find NS List

AER RequestAER Event
Request

Identify Response (NSID 0x01)

Identify (Namespace 0x01)Identify NS
Namespace

Identify Response (NSID 01)

Read (NSID 01, LBA)

LBA

I/O queue 8
Host issues
Read Request

start LBA: 0x0000
# of  LBA: 0x0001

Cmd ID: 31

NVMe Read Data
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NVMe/TCP Flows with CDC
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Discovery Controller

I/O CNTL

10.254.164.2

NS

Storage Appliance
IP network

subsystem

NVMe-Host
10.254.161.2

Linux Client

# nvme discover 
-t tcp 
-a 10.254.164.2
-s 4420

# nvme discover  -t tcp  -a 10.254.164.2 -s 4420

Step-1 (Find Storage Appliance)
Storage Admin will issue a “NVMe discover” CLI command at the 
host to retrieve the Storage Appliance Subsystem.

Manual Storage Discovery & Connect

Discovery Log Number of Records 1, Generation counter 1
=====Discovery Log Entry 0======
trtype:  unrecognized
adrfam: ipv4
subtype: nvme subsystem
treq:    not specified
portid:  28
trsvcid: 4420

subnqn:  GB00041004bbf910
traddr:  10.254.164.2

GB00041004bbf910

Step-2 (Connect to Storage Appliance)
Storage Admin will issue a “NVMe connect” CLI command at the host to 
connect to the Storage Appliance Subsystem.

# nvme connect 
-t tcp 
-a 10.254.164.2 
-n GB00041004bbf910 
-s 4420

# nvme connect -t tcp -a 10.254.164.2 -n GB00041004bbf910 -s 4420

GB00041004bbf910

GB00041004bbf910
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Discovery Controller

I/O CNTL

9.1.1.9

NS

Storage

DDC

flash

IP network

9.1.1.55
CDC VM

9.1.1.22 subsystem

NVMe-Host
9.1.1.44

Linux Client Automatic  Storage Discovery & Connect

Step-1 Auto (Host Registration with CDC)
Host automatically finds CDC and pushes it’s information to it. 

Step-2 Auto  (Storage Registration with CDC)
Storage automatically finds CDC and asks CDC to pull it’s information.

Push

Register Host 
Information to CDC

#1 

Pull

Storage asks CDC 
to Pull it’s Info.

#2 

X
CDC Fabric Zoning by Admin

#3 
Step-3 CDC Admin (Zoning [Host, Subsystem])
CDC admin configures the Host NQN and Subsystem’s NQN (both NQNs
are automatically discovered) into a same zone.

Step-4 Storage Admin (Mapping [Host, Volume])
Storage admin maps the Host NQN (automatically discovered) to the
appropriate volume.

Storage Volume Mapping by Admin

#4 

CDC: New NVMe standard TP8009, TP8010

CDC: Centralized Discovery Controller
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NVMe-STAS (Storage Appliance Services)

•A Central Discovery Controller (CDC) client for Linux
•Asynchronous Event Notifications (AEN) handling
•Automated NVMe subsystem connection controls
•Error handling and reporting
•Automatic (zeroconf) and Manual configuration

STAC
STorage Appliance 
Connector

STAF
STorage Appliance 
Finder

What does nvme-stas provide?

Avahi is a system
which facilitates
service discovery
on a local network
via mDNS/DNS-SD
protocol suite.

libnvme
Make all NVMe 
Linux features 
conveniently 
reachable to 
developers

stafd stacd

DBus

avahi-d

NVMe/TCP driver

mDNS

libnvme

connect to 
I/O controller

connect to 
Discovery
controllerudevd

uevents

udev
events

nvme- stas

Enet

find connect

stafctl stacctlavahi-browse

sysfsAdmin_QI/O queues

NVMe/TCP CDC Client (NVMe-STAS)
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NVMe/TCP CDC Controller mDNS Packet

Host Table
-Native CDC Host Info
-Discovered Host Info

Subsystem
-NVMe I/O Controller Info

DDC
-Direct Discovery Controller Info

Zoning -Access Control
Which Host has access to
what Subsystem?

-Zone Group, Zones
-Members ( Pair)
(e.g. Host1, Subsystem3)
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CPU

PCIe

All Flash 
Array

DDR

NVMe/PCIe 
SSD

PCIe
Lanes

PC
Ie

-0

LBA

PCIe

CNTL#
NSI/O CNTL

Port-ID

NSID

Discovery CNTL
DDC

Admin 0 
SQ/CQ

Log Page 70

I/O CNTL NVM SQ/CQ

Properties

Memory

PCIe Register

BAR Address

MSIx space

NVMe-TCP

Admin_Q

0 1

mDNS Responder SQ CQ
Door 
Bells

NIC Card

System Memory

NVMe I/O
Subsystem
Controller

DDC
Direct Discovery
Controller (no I/O_Q) Name Space

NSID/volume

NVMe SSD

NVMe-TCP

I/O_Q

n

PC
Ie

Logs

Identity 

Features

NVMe Subsystem

NVMe Storage Subsystem



141 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

CDC Linux Host

TCP/IP Fabric

NVMe/TCP Fabric with CDC

9.1.1.22

9.1.1.44

Storage

9.1.1.9

How does “Linux Host” automatically discovers the Storage
subsystem and connects to it?

-Detailed flows are explained in next few pages

Discover & Connect
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IP network

mDNS Query - (nvme-disc)

During initialization (e.g., following a link transition or power cycle), before the CDC’s
mDNS responder function is enabled, the CDC shall probe to ensure the unique
resource records the CDC are responsible for are unique on the local link. Upon
successful completion of the probe, the CDC shall announce its newly registered
resource records. Upon announcing its resource records, the CDC’s mDNS responder
function may be enabled and respond to queries for the service name of
“_nvme-disc.<protocol>.local” or “_cdc_sub._nvme-disc.<protocol>.local”
A CDC may query for both CDC and DDC instances. 

mDNS Announcement

-PTR (CDC-NVMe-Disc)
-SRV (TCP Port 8009)
-A (9.1.1.55)
-TXT (NQN of CDC)

CDC Initialization

9.1.1.55
CDC VM

mDNS Query

mDNS Announcement
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NVMe-STAS
Linux Client

IP network

9.1.1.22

9.1.1.55
CDC VM

How does Host Discovers CDC?

Push Registration

Enable NVMe-STAS
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NVMe-STAS
9.1.1.44

Linux Client
IP network

9.1.1.22

9.1.1.55
CDC VM

mDNS query  
_nvme-disc._tcp.local

mDNS response 
(Resource Records)

(224.0.0.251)

(224.0.0.251)

Host mDNS Query

NQN of the CDC

IP address of CDC

mDNS Query

mDNS Response

Enable NVMe-STAS
Push
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NVMe-STAS
9.1.1.44

mDNS query 
_nvme-disc._tcp.local

mDNS response
(All Records)

Linux Client
IP network

mDNS Announcement

Records Found
-NQN name (TXT Record)
-IP address (A Record)
-Service Type Record
-Domain name (PTR Record)

(224.0.0.251)

9.1.1.22

9.1.1.55
CDC VM

Host mDNS Announcement

mDNS Announcement

Enable NVMe-STAS
Push
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NVMe-STAS
9.1.1.44

mDNS query PTR 
_nvme-disc._tcp.local

mDNS response 
(All Records)

Linux Client
IP network

mDNS Announcement
All Records Found

TCP SYN

ACK

(port  8009)

Fabric ICReq

Host Cntl.

9.1.1.22

9.1.1.55
CDC VM

Fabric ICResp

Host Initiates NVMe Connection to CDC
ICReq

ICResp

Maximum Number of Outstanding R2T (MAXR2T): 
Specifies the maximum number of outstanding R2T 
PDUs for a command at any point in time on the 
connection. This is a 0’s based value.

Maximum Host to Controller Data length 
(MAXH2CDATA): Specifies the maximum number of 
PDU-Data bytes per H2CData PDU in bytes. This value is 
a multiple of dwords and should be no less than 4,096.

Enable NVMe-STAS
Push



147 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

NVMe-STAS
9.1.1.44

mDNS query PTR 
_nvme-disc._tcp.local

mDNS response 
(All Records)

Linux Client
IP network

mDNS Announcement
All Records Found

TCP SYN

ACK

Fabric ICReq
Fabric ICResp

Fabric Connect
Fabric Connect Resp.

(port  8009)

Host Cntl.

9.1.1.22

9.1.1.55
CDC VM

Create Admin Queue at CDC

Admin_Q

T#12

Queue ID = 0 (Admin Queue)
Queue Size = 31

Keep Alive Time Out (KATO)
(30sec)

Enable NVMe-STAS
Push
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NVMe-STAS
9.1.1.44

mDNS query PTR 
_nvme-disc._tcp.local

mDNS response 
(All Records)

Linux Client
IP network

mDNS Announcement
All Records Found

TCP SYN

ACK

Fabric ICReq
Fabric ICResp

Fabric Connect
Fabric Connect Resp.

(port  8009)

Host Cntl.

9.1.1.22

9.1.1.55
CDC VM

Admin_Q

Controller ID

Enable NVMe-STAS
Push

Create Admin Queue at CDC
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NVMe-STAS
9.1.1.44

mDNS query PTR 
_nvme-disc._tcp.local

mDNS response 
(All Records)

Linux Client
IP network

mDNS Announcement
All Records Found

TCP SYN

ACK

Fabric ICReq
Fabric ICResp

Fabric Connect
Fabric Connect Resp.

Fabric Property Get

(port  8009)

Host Cntl.

9.1.1.22

9.1.1.55
CDC VM

Admin_Q

Gets Properties of the CDC Controller

Property requested
“Controller Capabilities”

Enable NVMe-STAS
Push
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NVMe-STAS
9.1.1.44

mDNS query PTR 
_nvme-disc._tcp.local

mDNS response 
(All Records)

Linux Client
IP network

mDNS Announcement
All Records Found

TCP SYN

ACK

Fabric ICReq
Fabric ICResp

Fabric Connect
Fabric Connect Resp.

Fabric Property Get

(port  8009)

Host Cntl.

9.1.1.55
CDC VM

Property Buffer returned

9.1.1.22

Admin_Q

Response

Controller Capabilities

Enable NVMe-STAS
Push
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NVMe-STAS
9.1.1.44

mDNS query PTR 
_nvme-disc._tcp.local

mDNS response 
(All Records)

Linux Client
IP network

mDNS Announcement
All Records Found

TCP SYN

ACK

Fabric ICReq
Fabric ICResp

Fabric Connect
Fabric Connect Resp.

Fabric Property Get

Fabric Property Set

(port  8009)

Host Cntl.

9.1.1.55
CDC VM

Sets CDC Cntl. Configuration

9.1.1.22

Admin_Q

Value set: 0x00460001

Enable NVMe-STAS
Push
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NVMe-STAS
9.1.1.44

mDNS query PTR 
_nvme-disc._tcp.local

mDNS response 
(All Records)

Linux Client
IP network

mDNS Announcement
All Records Found

TCP SYN

ACK

Fabric ICReq

Fabric Connect

Fabric Property Get

Fabric Property Set

NVMe Identify

(port  8009)

Host Cntl.

9.1.1.55
CDC VM

9.1.1.22

Identify CDC Controller CNS-01

Admin_Q

Enable NVMe-STAS
Push
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NVMe-STAS
9.1.1.44

mDNS query PTR 
_nvme-disc._tcp.local

mDNS response 
(All Records)

Linux Client
IP network

mDNS Announcement
All Records Found

TCP SYN

ACK

Fabric ICReq

Fabric Connect

Fabric Property Get

Fabric Property Set

NVMe Identify

(port  8009)

Host Cntl.

9.1.1.55
CDC VM

9.1.1.22

Identify Buffer Returned

NVMe C2HData

Admin_Q

Controller Identity Details

Enable NVMe-STAS
Push



154 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

NVMe-STAS
9.1.1.44

mDNS query PTR 
_nvme-disc._tcp.local

mDNS response 
(All Records)

Linux Client
IP network

mDNS Announcement
All Records Found

TCP SYN

ACK

Fabric ICReq

Fabric Connect

Fabric Property Get

Fabric Property Set

NVMe Identify

NVMe C2HData

NVMe Set Feature (AEC)

(port  8009)

Host Cntl.

9.1.1.55
CDC VM

9.1.1.22

Set Feature

Asynchronous Event Configuration
This Feature controls the events that trigger an asynchronous event
notification to the host. If the condition for an event is true when the
corresponding notice is enabled, then an event is sent to the host.

Admin_Q

Set AEC

Host Sets the Notification Flag at the Controller

Enable NVMe-STAS
Push
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NVMe-STAS
9.1.1.44

mDNS query PTR 
_nvme-disc._tcp.local

mDNS response 
(All Records)

Linux Client
IP network

mDNS Announcement
All Records Found

TCP SYN

ACK
Fabric ICReq

Fabric Connect

Fabric Property Get

Fabric Property Set

NVMe Identify
NVMe C2HData

NVMe Set Feature AEC

(port  8009)

Host Cntl.

9.1.1.55
CDC VM

9.1.1.22

Admin_Q

Async. Event Registration at Controller

NVMe AER

The Asynchronous Event Request (AER) command is submitted by host software to
enable the reporting of asynchronous events from the controller. This command has no
timeout. The controller posts a completion queue entry for this command when there is
an asynchronous event to report to the host.

Enable NVMe-STAS
Push
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NVMe-STAS
9.1.1.44

mDNS query PTR 
_nvme-disc._tcp.local

mDNS response 
(All Records)

Linux Client
IP network

mDNS Announcement
All Records Found

TCP SYN

ACK
Fabric ICReq

Fabric Connect

Fabric Property Get

Fabric Property Set

NVMe Identify
NVMe C2HData

NVMe Set Feature AEC

(port  8009)

Host Cntl.

9.1.1.55
CDC VM

9.1.1.22

Admin_Q

Host Pushes DIM info to the CDC Controller

NVMe AER

NVMe DIM

Discovery 
Information

Host NQN

Enable NVMe-STAS
Push
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source: Dell SFSS/CDC

NVMe-STAS
9.1.1.44

mDNS query PTR 
_nvme-disc._tcp.local

mDNS response 
(All Records)

Linux Client
IP network

mDNS Announcement
All Records Found

TCP SYN

ACK
Fabric ICReq

Fabric Connect

Fabric Property Get

Fabric Property Set

NVMe Identify
NVMe C2HData

NVMe Set Feature

(port  8009)

Host Cntl.

9.1.1.55
CDC VM

9.1.1.22

Admin_Q

DIM info is stored by the CDC Controller

NVMe AER

NVMe DIM

is added in the CDC
Enable NVMe-STAS

Push
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CDC

Linux Host

TCP/IP Fabric

Host Infor in CDC database (NQN, IP, etc.)

9.1.1.22

9.1.1.44

Storage

9.1.1.9

HostDiscovered Host
-9.1.1.44
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NVMe-STAS
9.1.1.44

mDNS query PTR 
_nvme-disc._tcp.local

mDNS response 
(All Records)

Linux Client
IP network

mDNS Announcement
All Records Found

TCP SYN

ACK
Fabric ICReq
Fabric Connect

Fabric Property Get

Fabric Property Set

NVMe Identify
NVMe C2HData

NVMe Set Feature

(port  8009)

Host Cntl.

9.1.1.55
CDC VM

9.1.1.22

Admin_Q

TCP Keep Alive (15 seconds)

NVMe AER

NVMe DIM

TCP Keep Alive

Enable NVMe-STAS
Push
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NVMe-STAS
9.1.1.44

mDNS query PTR 
_nvme-disc._tcp.local

mDNS response 
(All Records)

Linux Client
IP network

mDNS Announcement
All Records Found

TCP SYN

Fabric ICReq
Fabric Connect

Fabric Property Get

Fabric Property Set

NVMe Identify
NVMe C2HData

NVMe Set Feature

(port  8009)

Host Cntl.

9.1.1.55
CDC VM

9.1.1.22

Admin_Q

NVMe Keep Alive (30 seconds)

NVMe AER

NVMe DIM

TCP Keep Alive

NVMe Keep Alive

Enable NVMe-STAS
Push
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Discovery Controller

I/O CNTL

9.1.1.9

NS

Storage

DDC

flash

How does Storage Discovers CDC?IP network

9.1.1.55
CDC VM

9.1.1.22
DDC Registration -Pull or Push ?

A DDC may determine if a CDC is present by
transmitting a query that includes a DNS PTR
record with the name in the form of:

“_cdc._sub._nvme-disc._tcp.local”

Upon reception of an mDNS response that contains a DNS SRV 
record with the service name set to “_cdc._sub._nvme-disc”, 
the DDC may 
a. Perform push registration with the CDC; or
b. Request a pull registration from the CDC (e.g., using 

Kickstart Discovery Request PDU (KDReq)

Pull

Push

Kickstart
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Discovery Controller

I/O CNTL

9.1.1.9

NS

Storage

DDC

flash

DDC requests pull RegistrationIP network

9.1.1.55
CDC VM

9.1.1.22

mDNS Query
_cdc._sub._nvme-disc

Cntl.
Host

Pull
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Discovery Controller

I/O CNTL

9.1.1.9

NS

Storage

DDC

flash

CDC provides Resource RecordsIP network

9.1.1.55
CDC VM

9.1.1.22

mDNS Query
_cdc._sub._nvme-disc

mDNS Response
Resource Records

NQN of CDC TCP port

IP address

CDC Resource Records (4)

-NQN
-IP
-Port#

Cntl.
Host

Pull
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Discovery Controller

I/O CNTL

9.1.1.9

NS

Storage

DDC

flash

DDC Sets Kickstart Discovery Flag in ICReqIP network

9.1.1.55
CDC VM

9.1.1.22

mDNS Query
_cdc._sub._nvme-disc

mDNS Response

Resource Records

TCP SYN

ACK
TCP SYN

ICReq

Kickstart Request Flag (asking for Pull)

(kickstart)

ICReq

ICResp

Cntl.
Host

Pull



165 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

Discovery Controller

I/O CNTL

9.1.1.9

NS

Storage

DDC

flash

DDC Requests for KickstartIP network

9.1.1.55
CDC VM

9.1.1.22

mDNS Query
_cdc._sub._nvme-disc

mDNS Response

Resource Records
TCP SYN

ICReq

Kickstart Record

(kickstart)

KDReq

Cntl.
Host

Pull
KDReq

DDC 9.1.1.9
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Discovery Controller

I/O CNTL

9.1.1.9

NS

Storage

DDC

flash

CDC provides Kickstart StatusIP network

9.1.1.55
CDC VM

9.1.1.22

mDNS Query
_cdc._sub._nvme-disc

mDNS Response

Resource Records
TCP SYN

ICReq

Kickstart Response

(kickstart)

KDReq

KDResp (NQN)

After sending a KDResp
NVMe/TCP PDU to the
DDC where the Kickstart
Status (KSSTAT) field is
set to SUCCESS, the
kickstart discovery
NVMe/TCP connection
should be torn down,
and the CDC performs a
pull registration with the
DDC.

End TCP session

Cntl.
Host

Pull
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Discovery Controller

I/O CNTL

9.1.1.9

NS

Storage

DDC

flash

CDC Starts Pull Registration ProcessIP network

9.1.1.55
CDC VM

9.1.1.22

mDNS Query
_cdc._sub._nvme-disc

mDNS Response
Resource Records

TCP SYN

ICReq (kickstart)

KDReq

KDResp

End TCP session 
X

TCP SYN
ICReq

NVMe Connect

Fabric Connect

Create 
Admin Q 
ID=0

Admin/SQ size 32Admin_Q

Cntl.
Host

Pull

Requests Any 
DDC Controller ID

DDC NQN

NQN
CDC (Host)
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Discovery Controller

I/O CNTL

9.1.1.9

NS

Storage

DDC

flash

CDC establishes NVMe session with DDCIP network

9.1.1.55
CDC VM

9.1.1.22

mDNS Query
_cdc._sub._nvme-disc

mDNS Response
Resource Records

TCP SYN

ICReq (kickstart)

KDReq

KDResp

End TCP session 
X

TCP SYN
ICReq

Fabric Connect Admin_Q

Cntl.
Host

Connect Resp.

DDC Dynamic Controller ID

Pull
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Discovery Controller

I/O CNTL

9.1.1.9

NS

Storage

DDC

flash

CDC gets the Log Page 70 from DDCIP network

9.1.1.55
CDC VM

9.1.1.22

mDNS Query
_cdc._sub._nvme-disc

mDNS Response
Resource Records

TCP SYN

ICReq (kickstart)

KDReq

KDResp

End TCP session 
X

TCP SYN
ICReq

Fabric Connect
Admin_Q

Cntl.
Host

Property Get

Identify

Log Page ID 00

Log Page ID 70

AER
Keep Alive

Pull
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Discovery Controller

I/O CNTL

9.1.1.9

NS

Storage

DDC

flash

CDC extracts DDC and Subsystem Info IP network

9.1.1.55
CDC VM

9.1.1.22

mDNS Query
_cdc._sub._nvme-disc

mDNS Response
Resource Records

TCP SYN

ICReq (kickstart)

KDReq

KDResp

End TCP session 
X

TCP SYN
ICReq

Fabric Connect

Cntl.
Host

Property Get

Identify

Log Page ID 00

Log Page ID 70

AER

Keep Alive

Pull
CDC Database

From Kickstart Discovery
(DDC controller)

From Log Page 70
(Subsystem I/O controller)

subsystem

source: Dell SFSS/CDC



171 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

CDC

Linux Host

TCP/IP Fabric

CDC discovered Host, DDC & Subsystem (I/O controller)

9.1.1.22

9.1.1.44

Storage

9.1.1.9

Host

Discovered Host
-9.1.1.44

Discovered DDC
-9.1.1.9/8009

Subsystem DDC

Discovered Subsystem
-NQN /4420#1

#1

#2
#3

-Linux Client used “Push” method to Register with CDC
-DDC used “Pull” (KDReq) method to Register with CDC

#2 #3
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CDC

Linux Host

TCP/IP Fabric

Fabric Zoning at CDC

9.1.1.22

9.1.1.44

Storage

9.1.1.9

Host

Discovered Host
-9.1.1.44

Discovered DDC
-9.1.1.9/8009

Discovered Subsystem
-NQN /4420

#1

#2
#3

CDC-based Fabric Zoning provides
a way to control the Discovery log
pages provided in response to a
Get Log Page command issued to
the CDC.

DDC Subsystem

#1 #2 #3

#4 
CDC Admin to add 

“Host” & “Subsystem”
in the same Zone

Fabric Zone
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CDC

Linux Host

TCP/IP Fabric

Volume Mapping at the Storage

9.1.1.22

9.1.1.44

Storage

9.1.1.9

Host

Discovered Host
-9.1.1.44

Discovered DDC
-9.1.1.9/8009

Discovered Subsystem
-NQN /4420

#1

#2
#3

DDC Subsystem

#1 #2 #3

#5 volume mapping 
Storage Admin to MAP Volume Namespace
to a “Discovered Host” (Host 9.1.1.44 - NS_xyz)

#4 Fabric Zoning
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Discovery Controller

I/O CNTL

9.1.1.9

NS

Storage

DDC

flash

Activate the Fabric Zone at CDCIP network

9.1.1.55
CDC VM

9.1.1.22 subsystem

NVMe-STAS
9.1.1.44

Linux Client

CDC Admin enters the Zone members

NVMe AER Response

NVMe AER Response

Notify: Log Page 70

NVMe AER Request

log page 70 change notification

Zoning (Host, Subsys) 
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Discovery Controller

I/O CNTL

9.1.1.9

NS

Storage

DDC

flash

Host issues Get Log Page 70IP network

9.1.1.55
CDC VM

9.1.1.22 subsystem

NVMe-STAS
9.1.1.44

Linux Client

NVMe AER Response

NVMe AER Request

(Notify: Log Page 70)

Get Log Page 70

Get Log Page 70

Zoning (Host, Subsys) 
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Discovery Controller

I/O CNTL

9.1.1.9

NS

Storage

DDC

flash

Host receives DLP with powerstore NQNIP network

9.1.1.55
CDC VM

9.1.1.22 subsystem

NVMe-STAS
9.1.1.44

Linux Client

NVMe AER Response

NVMe AER Request

(Notify: Log Page 70)

Get Log Page 70
Get Log Page Response

NVM Subsytem Qualified Name: nqn.1988-11.com.dell:powerstore:00:35ddf55037ad6C7593F9

nqn: dell:powerstore:x93F9

Discovery Log Page Entry

(Discovery Log Page Entry)

Zoning (Host, Subsys) 
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Discovery Controller

I/O CNTL

9.1.1.9

NS

Storage

DDC

flash

Host initiates connection with storageIP network

9.1.1.55
CDC VM

9.1.1.22 subsystem

NVMe-STAS
9.1.1.44

Linux Client

NVMe AER Response

NVMe AER Request

(Notify: Log Page 70)

Get Log Page 70

Get Log Page Response

nqn: dell:powerstore:x93F9

(Discovery Log Page Entry)

ICReq
ICResp

ICReq

ICResp

Zoning (Host, Subsys) 
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Discovery Controller

I/O CNTL

9.1.1.9

NS

Storage

DDC

flash

Host setups NVMe connection 
with Storage I/O subsytem

IP network

9.1.1.55
CDC VM

9.1.1.22 subsystem

NVMe-STAS
9.1.1.44

Linux Client

NVMe AER Response

NVMe AER Request

(Notify: Log Page 70)

Get Log Page 70

Get Log Page Response

nqn: dell:powerstore:x93F9

(Discovery Log Page Entry)
ICReq

ICResp

Fabric Connect
Response

Response
Property Get

Response
Property Set

-Fabric Connect creates Admin_Q id #0

-Property Get (Controller Capabilities)
-Property Set (Controller Configuration)

-Property Get (Controller Status)
-Property Get (Version)Admin_Q

Zoning (Host, Subsys) 
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Discovery Controller

I/O CNTL

9.1.1.9

NS

Storage

DDC

flash

Host gets Controller’s detailsIP network

9.1.1.55
CDC VM

9.1.1.22 subsystem

NVMe-STAS
9.1.1.44

Linux Client

NVMe AER Response

NVMe AER Request

(Notify: Log Page 70)

Get Log Page 70

Get Log Page Response

nqn: dell:powerstore:x93F9

(Discovery Log Page Entry)
ICReq

ICResp
Fabric Connect

Response

Response

Property Get

Response

Property Set

Admin_Q

Identify
Response

Identify
Zoning (Host, Subsys) 



180 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

Discovery Controller

I/O CNTL

9.1.1.9

NS

Storage

DDC

flash

IP network

9.1.1.55
CDC VM

9.1.1.22 subsystem

NVMe-STAS
9.1.1.44

Linux Client

NVMe AER Response

NVMe AER Request
(Notify: Log Page 70)

Get Log Page 70
Get Log Page Response

nqn: dell:powerstore:x93F9

(Discovery Log Page Entry)
ICReq

ICResp
Fabric Connect

Property Get

Property Set

Admin_Q

Identify

Set Feature (# of I/O queues) 

Set Feature (I/O queues) 

(64 SQ/CQ)

Next Host will start process of creating 64 I/O queues
(see next page)

create 
64SQ/CQ

status:OK

Host requests to created 64 I/O SQ/CQ

Zoning (Host, Subsys) 
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Discovery Controller

I/O CNTL

9.1.1.9

NS

Storage

DDC

flash

Host sends 64 Connects with QID#/SizeIP network

9.1.1.55
CDC VM

9.1.1.22 subsystem

NVMe-STAS
9.1.1.44

Linux Client

nqn: dell:powerstore:x93F9

ICReq (64 TCP Sessions)

I/O_Q1-64Connect (I/O queue 1-64)

Admin_Q0Set Feature ID 0x0b AEC

AER Request

Identify 0x06 (CNS-02)

Keep Alive 

e.g. Connect Request for IOQ #64 (64 Connect Requests)

I/O QID #64

-Storage NQN 
-Host NQN

Keep Alive 

Zoning (Host, Subsys) 
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Discovery Controller

I/O CNTL

9.1.1.9

NS

Storage

DDC

flash

IP network

9.1.1.55
CDC VM

9.1.1.22 subsystem

NVMe-STAS
9.1.1.44

Linux Client

Zoning (Host, Subsys) 

nqn: dell:powerstore:x93F9

Storage administrator maps a discovered Host NQN to a volume

Volume-Host Mapping at Storage

Mapping (Host - Volume)

source: Dell/PowerStore
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Discovery Controller

I/O CNTL

9.1.1.9

NS

Storage

DDC

flash

IP network

9.1.1.55
CDC VM

9.1.1.22 subsystem

NVMe-STAS
9.1.1.44

Linux Client

Zoning (Host, Subsys) 

nqn: dell:powerstore:x93F9

AER Response AER Response (Notification)

Storage Notifies Host about changes

Notify Log Page ID: 0x04
Changed Namespace List

Admin_Q0

Mapping (Host - Volume)
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Discovery Controller

I/O CNTL

9.1.1.9

NS

Storage

DDC

flash

IP network

9.1.1.55
CDC VM

9.1.1.22 subsystem

NVMe-STAS
9.1.1.44

Linux Client

Zoning (Host, Subsys) 

nqn: dell:powerstore:x93F9

Mapping (Host - Volume)

AER Response

Host requests changed Namespace List 

Notify Log Page ID: 0x04
Changed Namespace List

Admin_Q0

Get Log Page ID 04 (Changed NS List)

Get Log Page ID 04 (Changed NS List)
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Discovery Controller

I/O CNTL

9.1.1.9

NS 09

Storage

DDC

IP network

9.1.1.55
CDC VM

9.1.1.22 subsystem

NVMe-STAS
9.1.1.44

Linux Client

Zoning (Host, Subsys) 

nqn: dell:powerstore:x93F9

Mapping (Host - Volume)

AER Response

Storage returns Changed Namespace List

Notify Log Page ID: 0x04
Changed Namespace List

Admin_Q0

Get Log Page ID 04 (Changed NS List)

NSID: 0x00000009

C2Data: Changed Namespace List

C2HData: Changed Namespace List
(NSID: 0x00000009)
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Discovery Controller

I/O CNTL

9.1.1.9

NS 09

Storage

DDC

IP network

9.1.1.55
CDC VM

9.1.1.22 subsystem

NVMe-STAS
9.1.1.44

Linux Client

Zoning (Host, Subsys) 

nqn: dell:powerstore:x93F9

Mapping (Host - Volume)

AER Response

Host requests Active Namespace List

Notify Log Page ID: 0x04
Changed Namespace List

Admin_Q0

Get Log Page ID 04 (Changed NS List)

C2HData: Changed Namespace List
(NSID: 0x00000009)

Identify -CNS 02 (Active Namespace List) 

Active Namespace List

Request: Identify -CNS 02 (Active Namespace List) 
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Discovery Controller

I/O CNTL

9.1.1.9

NS 09

Storage

DDC

IP network

9.1.1.55
CDC VM

9.1.1.22 subsystem

NVMe-STAS
9.1.1.44

Linux Client

Zoning (Host, Subsys) 

nqn: dell:powerstore:x93F9

Mapping (Host - Volume)

AER Response

Active Namespace List NSID 0x09

Notify Log Page ID: 0x04
Changed Namespace List

Admin_Q0

Get Log Page ID 04 (Changed NS List)

C2HData: Changed Namespace List
(NSID: 0x00000009)

Identify -CNS 02 (Active Namespace List) 

Active Namespace List

C2HData: Identify -CNS 02 (Active Namespace List) 

C2HDta: (Active Namespace List) 
(NSID: 0x00000009)
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Discovery Controller

I/O CNTL

9.1.1.9

NS 09

Storage

DDC

IP network

9.1.1.55
CDC VM

9.1.1.22 subsystem

NVMe-STAS
9.1.1.44

Linux Client

Zoning (Host, Subsys) 

nqn: dell:powerstore:x93F9

Mapping (Host - Volume)

AER Response

Host requests Namespace Descriptor

Notify Log Page ID: 0x04
Changed Namespace List

Admin_Q0

Get Log Page ID 04 (Changed NS List)

C2HData: Changed Namespace List
(NSID: 0x00000009)

Identify -CNS 02 (Active Namespace List) 

C2HDta: (Active Namespace List) 
(NSID: 0x00000009) NSID descriptor

Namespace descriptor for NSID

Identify -CNS 03 (Namespace descriptor for 0x09) 

Request: Identify -CNS 03 (Namespace descriptor for 0x09) 
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Discovery Controller

I/O CNTL

9.1.1.9

NS 09

Storage

DDC

IP network

9.1.1.55
CDC VM

9.1.1.22 subsystem

NVMe-STAS
9.1.1.44

Linux Client

Zoning (Host, Subsys) 

nqn: dell:powerstore:x93F9

Mapping (Host - Volume)

AER Response

Host sends Read Request over I/O queue

Notify Log Page ID: 0x04
Changed Namespace List

Admin_Q0

Get Log Page ID 04 (Changed NS List)

C2HData: Changed Namespace List
(NSID: 0x00000009)

Identify -CNS 02 (Active Namespace List) 

C2HDta: (Active Namespace List) 
(NSID: 0x00000009)

Identify -CNS 03 (Namespace descriptor for 0x09) 

Read (QID #03)
I/O_Q03

Read (QID #03)
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CDC Linux Host

TCP/IP Fabric

NVMe/TCP Fabric with CDC

9.1.1.22

9.1.1.44

Storage

9.1.1.9 Discover & Connect

-Discovery Service
-End Point Registration Service
-Zone Service
-Asynchronous Notifications
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Agenda
1. Data Center Storage Architecture
2. NVMe/FC Architecture
3. NVMe/TCP Architecture

Appendix
§ NVMe Evolution
§ NVMe/PCIe Architecture
§ NVMe/FC Packets 
§ NVMe/RoCEv2 Architecture
§ NVMe Advanced Features

https://www.ciscolive.com/on-demand/on-demand-library.html?search=kamal%20bakshi#/
(Cisco Live video session that covers the above Appendix topics)

https://www.ciscolive.com/on-demand/on-demand-library.html?search=kamal%20bakshi
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For the past couple of years we have been extensively testing NVMe transports related technologies at Cisco DC 
Proof of Concept lab. For more information please reach out to Cisco.

Cisco NVMe-oF Research Center

Kamal Bakshi
Director Storage

Frank Wang
Technical Leader

Dhans Kandhasamy
Director TME

Paresh Gupta
Technical Leader

Please send the corrections/feedback to me, kbakshi@cisco.com
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Other related sessions from the same presenter

https://www.youtube.com/watch?v=WaeFo5L6lsw

https://www.youtube.com/watch?v=fl7eD3MLCK4

https://www.youtube.com/watch?v=fInsXmQiUHA

**Cisco Storage Transport Fabric -NVMe Anywhere**
Learn how to deploy any NVMe-oF transport (NVMe/FC,
NVMe/RoCEv2, NVMe/TCP) on Cisco networking fabric.

0-Cisco Nexus 9000 switch packet walk https://lnkd.in/gVqMm-TZ
1-Deploy NVMe Technology Anywhere https://lnkd.in/gV-g2kJ3
2-Cisco NVMe Storage Transport Solutions https://lnkd.in/gdb6SZ_M
3-Enabling NVMe-IP with Cisco Nexus 9k https://lnkd.in/gM_M8maw
4-Cisco ASIC On-Chip Smart Buffering https://lnkd.in/gHEsZmkv
5-Deep Dive Cisco MDS 64G ASIC https://lnkd.in/gth8VCnJ
6-Cisco NVMe-oF Demo: Overlay Transport https://lnkd.in/gcRcxi8
7-Cisco NVMe-oF Demo: Zero-Trust Security https://lnkd.in/gtNkQZ3
8-Cisco NVMe-oF Demo: Traffic Congestion https://lnkd.in/g9XSvYn
9-Cisco NVMe-oF Demo: Intent based NVMe https://lnkd.in/gpPFrHy
10-Cisco NVMe-oF Demo-Flow Analytics https://lnkd.in/gMagW3J
11-Cisco NVMe-oF Demo-DPP Prioritization https://lnkd.in/gPN9Kin
12-Cisco NVMe-oF Demo: RoCEv2 QoS: https://lnkd.in/gPiAbSR
13-Cisco NVMe-oF Demo: RoCEv2 PFC: https://lnkd.in/gnfaVaa
14-NVMe-RoCEv2 trouble shooting: Viavi https://lnkd.in/gcdX2BSS
15-NVMe packets analysis: Teledyne https://lnkd.in/gjxiizJ
16-Cisco Datacenter 400G packet walk https://lnkd.in/gD45_4Aa

https://www.youtube.com/watch?v=WaeFo5L6lsw
https://www.youtube.com/watch?v=fl7eD3MLCK4
https://www.youtube.com/watch?v=fInsXmQiUHA
https://lnkd.in/gVqMm-TZ
https://lnkd.in/gV-g2kJ3
https://lnkd.in/gdb6SZ_M
https://lnkd.in/gM_M8maw
https://lnkd.in/gHEsZmkv
https://lnkd.in/gth8VCnJ
https://lnkd.in/gcRcxi8
https://lnkd.in/gtNkQZ3
https://lnkd.in/g9XSvYn
https://lnkd.in/gpPFrHy
https://lnkd.in/gMagW3J
https://lnkd.in/gPN9Kin
https://lnkd.in/gPiAbSR
https://lnkd.in/gnfaVaa
https://lnkd.in/gcdX2BSS
https://lnkd.in/gjxiizJ
https://lnkd.in/gD45_4Aa
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Please take a moment to rate this session. 
Your feedback is important to us. 
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Appendix
• NVMe Evolution
• NVMe/PCIe Architecture
• NVMe/FC Packets Example
• NVMe/RoCEv2 Architecture
• NVMe Advanced Features

Additional Information
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NVMe Evolution
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50,000 feet view of NVMe

IBM

Channel
Subsystem

Bus & Tag
ESCON
FICON

CKD
CCW

CU

(DASD)Disk 
Access Storage Device

1970

Channel
Protocol

Server

SCSI

SCSI
SAS
Protocol

SCSI

SCSI Disk

1980

PC

SATA

SATA
Protocol

ATA

SATA Disk

2000

Host

NVMe-oF

NVMe-oF
mappings
FC/RDMA/TCP

NVMe

NVMe Flash

2010/20
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Why NVMe ?

1984 –

1986 –

1994 –

1998 --

2003 –

2008 –

2011 –

2021 --

IBM/PC ServerPC/Bus

Problem Statement:
How to “connect”, Host to the
Storage, and do “Data Transfer” ?

Host

Storage

LBA

Connection

Data Transfer



199 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

1984 –

1986 –

1994 –

1998 --

2003 –

2008 –

2011 –

2021 --

IBM/PC PC/Bus

MCAIDE/ATA

IBM-PC AT

IBM-PC XT
ISA

EISA

Industry Std. 
Bus Arch.

Write Sector Command Input

Field Description

Feature N/A

Count # of Logical Sectors

LBA Logical Block Address

Command 30h

ATA (Advance Technology Attachment) 
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1984 –

1986 –

1994 –

1998 --

2003 –

2008 –

2011 –

2021 --

IBM/PC ServerPC/Bus

IDE/ATA MCA

IBM-PC AT

IBM-PC XT
ISA

EISA

Industry Std. 
Bus Arch.

SCSI

SCSI Device

Application

SCSI 
Initiator Port

SCSI Target
Port

SCSI Device

Task
router

Device
server

Task
manager

SCSI Architecture Model

LUN

20 feet

Ø Distance Limitation with SCSI Cables

SCSI (Small Computer System Interface)
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1984 –

1986 –

1994 –

1998 --

2003 –

2008 –

2011 –

2021 --

IBM-PC AT

IBM-PC XT

IDE/ATA

SCSI
SCSI 
mapping to FC

FCP

IBM/PC Server SANPC/Bus

ISA
EISA

MCA

Industry Std. 
Bus Arch.

Fibre Channel Architecture

IDE/ATA

FCP -Fibre Channel Protocol

FCP (Fibre Channel Protocol)
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FCP (SCSI Protocol mapped into Fibre Channel)  

LUN
LBAFC

Server

FCP
SCSI
Write
LBA

SOF FC Frame header Payload CRC EOF

FC 
Switch

FC 
Switch

FC FC SCSI

HDD
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1984 –

1986 –

1994 –

1998 --

2003 –

2008 –

2011 –

2021 --

IBM-PC AT

IBM-PC XT

SCSI
SCSI 
mapping to FC

FCP

IBM/PC Server SANPC/Bus

ISA
EISA

MCA

Industry Std. 
Bus Arch.

SCSI mapping
to TCP/IP

iSCSI

iSCSI Architecture
•iSCSI Initiator
•iSCSI Target
•“iqn” iSCSI Qualified Name
•Login/Logout
•Task Management
•iSNS Server (optional)

-Name Service
-Discovery Domain
-State Change Notification

•Single_queue / Multi_queue(recent)

IDE/ATA

PATA
1.06Gb/s

Standard NIC- Performance issues.…$
TOE NIC- TCP/IP Offload Engine…..$$
iSCSI HBA- iSCSI & TCP/IP offload..$$$

iSCSI (SCSI over TCP/IP)
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SCSI

LUN
LBAServer

iSCSI 

iSCSI_Initiator

Ethernet_hdr IP_hdr TCP_hdr iSCSI_PDU Ethernet_trailer

iSCSI_Target
Enet 
Switch

Enet 
Switch

TCP/IP
SCSI
Write
LBA

Port# 860,3260

HDD

iSCSI (SCSI Protocol mapped into TCP/IP)  Issue: Limited Performance
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1984 –

1986 –

1994 –

1998 --

2003 –

2008 –

2011 –

2021 --

IBM-PC AT

IBM-PC XT

SCSI
SCSI 
mapping to FC

FCP

IBM/PC Server SANPC/Bus

ISA
EISA

MCA

Industry Std. 
Bus Arch.

PATA

SCSI mapping
to TCP/IP

iSCSI
PCI

•PCI Architecture
-Memory Mapped I/O
-PCI Config. Registers
-BAR space
-Capability Registers
-Message Signaled Interrupt

IDE/ATA

1.06Gb/s

PCI (Peripheral Component Interconnect)
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CPU

PCIe I/O Device

SA

PCIe 
Lanes

PCIe Memory Mapped I/O (MMIO)

•With MMIO I/O devices are 
directly mapped into CPU 
main memory. 

•No special set of special
CPU instructions needed.

load/store

DDR



207 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

CPU
load/store

SA

PCIe I/O Device

PCIe 
Lanes

•With MMIO I/O devices are 
directly mapped into CPU 
main memory. 

•No special set of special
CPU instructions needed.

•Each PCIe device has config. 
space in main memory.

DDR

PCIe Memory Mapped I/O (MMIO)
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CPU
load/store

SA

PCIe I/O Device

PCIe 
Lanes

•With MMIO I/O devices are 
directly mapped into CPU 
main memory. 

•No special set of special
CPU instructions needed.

•Each PCIe device has config. 
space in main memory.

DDR

PCIe Memory Mapped I/O (MMIO)
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CPU
load/store

SA

PCIe I/O Device

Device Memory

Device Specific
Registers

•With MMIO I/O devices are 
directly mapped into CPU 
main memory. 

•No special set of special
CPU instructions needed.

•Each PCIe device has config. 
space in main memory.

•BAR registers map I/O 
device memory in the main
memory

DDR

PCIe 
Lanes

PCIe Memory Mapped I/O (MMIO)
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CPU
load/store

SA

PCIe I/O Device

Device Memory

Device Specific
Registers

•With MMIO I/O devices are 
directly mapped into CPU 
main memory. 

•No special set of special
CPU instructions needed.

•Each PCIe device has config. 
space in main memory.

•BAR registers map I/O 
device memory in the main
memory

•MSI Message Signaled
Interrupt 

DDR

PCIe 
Lanes

TLP

PCIe Memory Mapped I/O (MMIO)
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FCIP (Fibre Channel over IP)

1984 –

1986 –

1994 –

1998 --

2003 –

2008 –

2011 –

2021 --

IBM-PC AT

IBM-PC XT

PATA

SCSI

iSCSI

SCSI 
mapping to FC

FCP

IBM/PC Server SANPC/Bus

ISA
EISA

MCA

Industry Std. 
Bus Arch.

PCI
MMIO
cfg. Reg.

PCI-XeXtended

FCIP
SAS

PCIe  Express

3Gb/s

SCSI mapping
to TCP/IP

IDE/ATA

1.06Gb/s

FCIP Architecture
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Protocol #

Time Stamp (seconds)

FCIP Header

Version -Protocol # -Version

Protocol # Version -Protocol # -Version

pFlags Reserved -pFlags -Reserved

Flags Frame Length -Flags -Frame Length

Time Stamp (second fraction)

CRC

DW0

DW1

DW2

DW3

DW4

DW5

DW6

FCP Header

SCSI
LUN

LBA
Enet 
Switch

Enet 
SwitchFC TCP/IP FC

Encap. Engine

Decap. Engine

FCIP DE
Decap. Engine

Encap. Engine

FCIP DEFCIP 

SOF FC Frame header Payload CRC EOFEthernet_hdr IP_hdr TCP_hdr FCIP_Header Ethernet_trailer

Server

SCSI
Write
LBA

Port# 3225

HDD

FCIP (FC Encapsulated inside TCP/IP Protocol)  
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Ethernet

FCoE Mapping

FC - 2 

FC - 3

1984 –

1986 –

1994 –

1998 --

2003 –

2008 –

2011 –

2021 --

IBM-PC AT

IBM-PC XT

PATA

SCSI

SAS

iSCSI

SCSI 
mapping to FC

FCIP

FCP

IBM/PC Server SANPC/Bus

ISA
EISA

MCA

Industry Std. 
Bus Arch.

PCI
MMIO
cfg. Reg.

PCI-XeXtended

PCIe  Express

3Gb/s

SCSI mapping
to TCP/IP

FCoE

IDE/ATA

1.06Gb/s

FC over Ethernet
FCoE Protocol Stack

FC - 4
FC Layers

IEEE 802.3
Layers

FCoE (Fibre Channel over Ethernet)
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FIP Protocol Code Reserved FIP Subcode

FIP Descriptor List 
Length

F
P

S
P

r C D R
P

A S F

FIP Descriptor List

FIP_Pad

SCSI

LUN
LBAFC Lossless

Ethernet
FCCE

FCoE

FCoE

CE
FCoE

Enet Switch
FCF-FIP

Enet Switch
FCF-FIPServer

SCSI
Write
LBA

FIP Operation (code/subcode)
0001/01h Discovery Solicitation
0001/02h Discovery Advertisement
0002/01h Virtual Link Inst. Request
0002/02h Virtual Link Inst. Reply
0003/01h FIP Keep Alive
0003/02h FIP Clear Virtual Links
0004/01h FIP VLAN Request
0004/02h FIP VLAN Notification
0004/03h FIP VN2VN VLAN 

0005/01h N_Port_ID Probe Request
0005/02h N_Port_ID Probe Reply
0005/03h N_Port_ID Claim Notification
0005/04h N_Port_ID Claim Response
0005/05h N_Port_ID Beacon
FFF8h - FFFEh Vendor Specific

FIP Descriptor Types
0-Reserved, 1-Priority, 2-MAC Address 3-FC_MAC, 4-Name_Identifier, 5-Fabric, 6-Max FCoE Size,
7-FLOGI, 8-NPIV FDISC, 9-LOGO, 10-ELP, 11-Vx_Port ID, 12-EKA_ADV_Period, 13-Vendor_ID,
14-VLAN, 15-VN2VN Attributes, 16-127 Reserved, 128-Clear Virtual Links Reason Code.

Enet_DA 802.1QEnet_SA Type=FIP version rsvd FCS

FIP (FCoE Initialization Protocol) Frame Format
Encapsulated FIP operation (n words)

0x8914

FCoE (Fibre Channel over Ethernet)  
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SCSI

LUN
LBAFC Lossless

Ethernet
FCCE

FCoE

FCoE

CE
FCoE

Enet Switch
FCF-FIP

Enet Switch
FCF-FIP

Enet_DA 802.1QEnet_SA Type=FIP version rsvd FCS

FIP (FCoE Initialization Protocol) Frame Format
Encapsulated FIP operation (n words)

Server

SCSI
Write
LBA

SOF FC Frame header Payload CRC EOFEnet_DA 802.1QEnet_SA Type=FCoE version rsvd rsvd FCS

FCoE Frame Format

0x8906

0x8914

FCoE (Fibre Channel over Ethernet)  Issue: Scaling of FCoE protocol to multi-hops
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1984 –

1986 –

1994 –

1998 --

2003 –

2008 –

2011 –

2021 --

IBM-PC AT

IBM-PC XT

PATA

SCSI

iSCSI

SCSI 
mapping to FC

FCoE

FCP
RDMA

IB

IBM/PC Server SAN IBPC/Bus

ISA
EISA

MCA

Industry Std. 
Bus Arch.

PCI
MMIO
cfg. Reg.

PCI-XeXtended

SAS

FCIP
PCIe  Express

3Gb/s

“Initially the IBTA
vision for IB was
simultaneously a
replacement for PCI
in I/O, Ethernet in
the machine room,
cluster interconnect
and Fibre Channel.”

…Wikipedia

SCSI mapping
to TCP/IP

IDE/ATA

1.06Gb/s Queue Pair

IB (InfiniBand) 
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InfiniBand (Queue Pair based Remote Direct Memory Access)  

RDMA

Queue 
PairQP

send receive

RDMA

Queue 
PairQP

send receive
Queue Pair
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Infiniband
Transport 
Layer

Infiniband
Transport 
Layer

BTH Basic Transport Hdr

InfiniBand (Queue Pair based Remote Direct Memory Access)  

IB FabricChannel Adapter Channel Adapter

IB LRH IB GRH IB BTH Payload CRC FCS

Infiniband Packet

IB Network Layer

IB Link Layer

IB Network Layer
GRH Global Route Hdr

IB Link Layer
LRH Local Route Hdr

RDMA

Queue 
PairQP

send receive
QP

Queue 
Pair

RDMA
send receive

CQE

Consumer

Memory

verb API

Memory

Consumer
verb API

CQE

WQE

-Verb API
-RDMA Read/Write
-Message Send/Receive
-Kernel Bypass
-Queue Pair
-Completion Queue
-Work Queue Element
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RoCEv2 (RDMA over Converged Ethernet)

1984 –

1986 –

1994 –

1998 --

2003 –

2008 –

2011 –

2021 --

IBM-PC AT

IBM-PC XT

PATA

SCSI

iSCSI

SCSI 
mapping to FC

FCoE

FCP

RoCEv2

RDMA

IB

IBM/PC Server SAN IBPC/Bus

ISA
EISA

MCA

Industry Std. 
Bus Arch.

PCI
MMIO
cfg. Reg.

PCI-XeXtended

SAS

FCIP
PCIe  Express

3Gb/s RDMA over converged 
Ethernet protocol allows
data transfer between
application memory over
lossless Ethernet 
networks.

SCSI mapping
to TCP/IP

IDE/ATA

Queue Pair1.06Gb/s
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RoCEv2 (Architecture)

-Lossless Ethernet
-PFC
-ECN
-DCQCN
-CNP (IBTH)
-Resilient RoCEv2

RoCEv2 Packet

Enet L2 Header IP Header UDP Header Payload CRC FCSIB BTH
UPD Port#4791

CQE

Consumer

WQE

Queue 
PairQP

Infiniband
Transport 
Layer

send receive

RDMA

Memory

verb API

IP Header

Ethernet L2 Header

UDP Header

IP Header

Ethernet L2 Header

UDP Header

CQE

Consumer

Queue 
PairQP

Infiniband
Transport 
Layer

send receive

RDMA

Memory

verb API

Lossless Enet

BTH Basic Transport Hdr

UDP/IP/Enet Header
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1984 –

1986 –

1994 –

1998 --

2003 –

2008 –

2011 –

2021 --

IBM-PC AT

IBM-PC XT

PATA

SATA

SCSI

SAS

Cisco/IBM

iSCSI

RoCE

RDMA

SCSI 
mapping to FC

NAND

Flash

IB/UDP
FCIP

FCoE

FCP

IB

IBM/PC Server SAN IBPC/Bus Flash

ISA
EISA

MCA

Industry Std. 
Bus Arch.

PCI
MMIO
cfg. Reg.

PCI-XeXtended

PCIe  Express

1.5Gb/s

3Gb/s

IDE/ATA

QP1.06Gb/s

Flash (Non Volatile Memory)
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“Flash memory is an electronic non-volatile computer memory storage medium that can be electrically 
erased and reprogrammed. The two main types of flash memory, NOR flash and NAND flash, are named 
for the NOR and NAND logic gates.”  …Wikipedia

NOR vs NAND: 
NOR flash is faster to read but takes longer to write or erase and is mostly used in consumer devices 
like smartphones. NAND has higher capacity and is cheaper as compared to NOR. 

3D/V-NAND (Levels/Layers)
•SLC single level cell stores one bit per cell, MLC multi level cell stores two bits per cell, 

TLC triple level cell stores three bits per cell, QLC quad level cell stores 4 bits per cell.
•In 2D/planner NAND memory cells are connected in horizontal fashion but in 3D NAND
they are stacked vertically in layers. (48, 64, 96, 128…144-230…256-layers…1000-layers! )

Storage Class Memory -SCM
•PCRAM: Phase Change Random Access Memory (Intel/Optane is based on PCRAM)
•ReRAM: Resistive Random-Access Memory
•MRAM: Magnetic Random-Access Memory
•STT-MRAM: Spin-Transfer Torque Magnetic Random-Access Memory
•Z-NAND: Samsung

Flash (Non Volatile Memory)
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1984 –

1986 –

1994 –

1998 --

2003 –

2008 –

2011 –

2021 --

IBM-PC AT

IBM-PC XT

PATA

SATA

SCSI

SAS

Cisco/IBM

iSCSI

RoCE

RDMA

SCSI 
mapping to FC

IB/UDP
FCIP

FCoE

FCP

IB

IBM/PC Server SAN IBPC/Bus Flash

ISA
EISA

MCA

Industry Std. 
Bus Arch.

PCI
MMIO
cfg. Reg.

PCI-XeXtended

PCIe  Express

1.5Gb/s

3Gb/s

IDE/ATA

QP

AFA 

All Flash Arrays

1.06Gb/s

NAND

Flash

SSD (Solid State Drive)
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SSD SAS (Serial Attached SCSI)

1984 –

1986 –

1994 –

1998 --

2003 –

2008 –

2011 –

2021 --

IBM-PC AT

IBM-PC XT

PATA

SATA

SCSI

SAS

Cisco/IBM

iSCSI

RoCE

RDMA

SCSI 
mapping to FC NAND

Flash

AFA AFA 

IB/UDP

SAS-SSD 

FCIP

FCoE

FCP

IB

IBM/PC Server SAN IBPC/Bus Flash

ISA
EISA

MCA

Industry Std. 
Bus Arch.

PCI
MMIO
cfg. Reg.

PCI-XeXtended

PCIe  Express

1.5Gb/s

3Gb/s

IDE/ATA

QP1.06Gb/s
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-SCSI Command Set
-SAS Controller/Interface

3  Gb/s SAS-1 2004
6  Gb/s SAS-2 2009
12 Gb/s SAS-3 2013
24 Gb/s SAS-4 2017

SAS-4 SSD (Maximum Throughput 3GB/s)  

Limited 
max. speed
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SSD SATA (Serial ATA)

1984 –

1986 –

1994 –

1998 --

2003 –

2008 –

2011 –

2021 --

IBM-PC AT

IBM-PC XT

PATA

SATA

SCSI

SAS

Cisco/IBM

iSCSI

RoCE

RDMA

SCSI 
mapping to FC NAND

Flash

AFA AFA 

IB/UDP

SAS-SSD 

SATA-SSD 

FCIP

FCoE

FCP

IB

IBM/PC Server SAN IBPC/Bus Flash

ISA
EISA

MCA

Industry Std. 
Bus Arch.

PCI
MMIO
cfg. Reg.

PCI-XeXtended

PCIe  Express

1.5Gb/s

3Gb/s

IDE/ATA

QP1.06Gb/s
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-ATA Command Set
-SATA Controller/Interface

1.5 Gb/s SATA-1 2003
2.0 Gb/s SATA-2 2004
6.0 Gb/s SATA-3 2008
6+  Gb/s SATA-3.2 (SATA Express) 2013

SATA SSD (Maximum Throughput 750MB/s)  

Limited 
max. speed
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AHCI (Advance Host Controller Interface)

1984 –

1986 –

1994 –

1998 --

2003 –

2008 –

2011 –

2021 --

IBM-PC AT

IBM-PC XT

PATA

SCSI

SAS

Cisco/IBM

iSCSI

RoCE

RDMA

SCSI 
mapping to FC

IB/UDP
FCIP

FCoE

FCP

IB

IBM/PC Server SAN IBPC/Bus

ISA
EISA

MCA

Industry Std. 
Bus Arch.

PCI
MMIO
cfg. Reg.

PCI-XeXtended

PCIe  Express

AHCI
SATA

1.5Gb/s

3Gb/s

Advance Host Cntl. Intf.
“AHCI is a PCI class device 
that acts as a data 
movement engine between 
system memory and Serial 
ATA device.” 

IDE/ATA

QP1.06Gb/s
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AHCI Advantages
-AHCI device allows data movement between system memory and SATA device 
-It makes HBA implementation simpler as they are not required to parse ATA commands
-Data transfers between SATA device and system memory uses DMA thus offloading the  CPU
-AHCI also enables hot-plugging

DDR
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Best of all worlds....

1984 –

1986 –

1994 –

1998 --

2003 –

2008 –

2011 –

2021 --

IBM-PC AT

IBM-PC XT

PATA

SATA

SCSI

SAS

Cisco/IBM

iSCSI

RoCEv2

IB/RDMA

SCSI 
mapping to FC NAND

Flash

AFA 

Adv. Host
Cntl. Int.

AHCI
IB/UDP

SATA-SSD 

SAS-SSD 

FCIP

FCoE

FCP

IB

IBM/PC Server SAN IBPC/Bus Flash

ISA
EISA

MCA

Industry Std. 
Bus Arch.

PCI
MMIO
cfg. Reg.

PCI-XeXtended

PCIe  Express

1.5Gb/s

3Gb/s

IDE/ATA

New
Commands

IB, FC,
TCP Transport

Mapping

NVM-HCI

Queue Pair

AFA 

MMIO
MSI

1.06Gb/s

NVMe
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NVMe (Non Volatile Memory Express)

1984 –

1986 –

1994 –

1998 --

2003 –

2008 –

2011 –

2021 --

IBM-PC AT

IBM-PC XT

PATA

SATA

SATA-3.5

6Gb/s

SCSI

SAS

SAS-4

SAS-5

Cisco/IBM

22.5Gb/s

45Gb/s

iSCSI

RoCEv2

FC32G

FC64G

RDMA

SCSI 
mapping to FC NAND

Flash

AFA AFA 

Adv. Host
Cntl. Int.

AHCI IB/UDP
SATA-SSD 

SAS-SSD 
NVMe-1.0

NVMe-2.0

NVMe-PCIe

NVMe-FCNVMe-oF
NVMe-TCP

NVMe-RDMA

FCIP

FCoE

FCP

IB

IBM/PC Server SAN IBPC/Bus Flash NVMe

ISA
EISA

MCA

Industry Std. 
Bus Arch.

PCI
MMIO
cfg. Reg.

PCI-XeXtended

PCIe  

PCIe-5

PCIe-6

Express

128Gb/s
x4

256Gb/s
x4

1.5Gb/s

3Gb/s

IDE/ATA

1.06Gb/s

NVMe-SSD 

NVMe 
Specifications
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NVMe SSD Form Factors (M.2)
M.2 is a form factor specification for internally 
mounted SSDs. Formerly known as Next Generation 
Form Factor (NGFF) and comes in various widths and 
lengths.

Dimensions
16mm x 20mm
22mm x 30mm
22mm x 80mm
22mm x 110mm



233 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

NVMe SSD Form Factors (U.2)
U.2 is defined as compliance with the PCI Express 
SFF-8639 Module specification, and no longer 
typically references SAS or SATA SSDs.

Dimensions
2.5-inch(7mm) [69.85x100x7 mm]
2.5-inch(15mm) [69.85x100x15mm]
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NVMe SSD Form Factors (AIC)

Dimensions
-Full Height
-Half Height
-Low Profile

An Add-in Card (AIC) is a solid-state device that utilizes a standard 
card form factor such as a PCIe card. In addition, the larger size 
allows for the potential to add computational function to the 
storage device.



235 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

NVMe SSD Form Factors (EDSFF)

Dimensions (thickness)
E1.L (long) 9.5mm, 18mm
E1.S (short) 5.9mm, 8.01mm, 9.5mm, 15mm, 25mm
E3.S (short) 7.5mm, E3.S 2T 16.8mm
E3.L (long) 7.5mm, E3.L 2T 16.8mm

EDSFF stands for Enterprise and Data Center Standard Form Factor. 
The family of specifications were developed by a group of 15 companies 
working together to address the concerns of data center storage, and are 
now maintained by SNIA as part of the SFF Technology Affiliate 
Technical Work Group (SFF TA TWG).
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NVMe SSD Form Factors (BGA)
In 2016 Samsung started to mass produce the industry's first 
NVMe PCIe solid state drive (SSD) in a single ball grid array 
(BGA) package, for use in next-generation PCs and ultra-slim 
notebook PCs.
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NVMe SSD (15GB with PCIe-5)  

NVMe
-New Block Storage Protocol for Flash
-Maps directly into PCIe  
-Replaces SCSI commands
-Transport mapping for RDMA/FC/TCP

Admin Command
-Create/Delete I/O SQ
-Create/Delete I/O CQ
-Get Log Page
-Identify
-Abort
-Set/Get Feature
-Async. Event Request

Fabric Command
-Connect/Disconnect
-Set/Get Property

I/O Command
-Read/Write
-Flush

M.2 form factor
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SATA, SAS, PCIe/NVMe

SAS-SSD PCIe/NVMe-SSDSATA-SSD
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NVMe-PCI Architecture
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NVMe-PCIe Transport

Connect to NVMe Cntl. -Discover the NVMe I/O controller
-Initiate the NVMe connection over PCIeI

Create NVMe Queues -Create Admin Queue for NVMe commands
-Create I/O Queues for Data TransferII

Discover Namespaces -Get a list of Active available Namespaces III

Start NVMe I/O operation -Start I/O transfer with NVMe Write/Read
(I/O transfer uses I/O queues)

IV
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NVMe-PCIe Transport
Host NVMe I/O Cntl.PCIe

PCIe enumeration
Connect to NVMe Cntl.I

Host initializes Admin Queue
(AQA, ASQ, ACQ)

Host creates I/O Queues
(NCQ, NSQ)

Create NVMe QueuesII

Get Controller’s details
(NVMe Identify-01, 1C)

Get Active NS List
(NVMe Identify-02)

Discover NamespacesIII

Host issues Write Command
(NVMe Write)Start NVMe I/O operationIV
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NVMe-PCIe Transport

The PCIe transport provides reliable
mechanisms for memory mapped data
transfer of Admin and I/O command data
through memory mapped I/O transactions.

….NVMe-PCIe spec. 1.0
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C1 C2 C3 C4
CPU

PCIe
PCIe 5 x4
128Gb/s
(15.7GB/s)

DDR

Memory

NVMe-PCIe Transport

Building Blocks of NVMe
-PCIe Config Registers
-BAR Address, Capability Pointers
-Messaged Signaled Interrupt, Doorbell
-NVMe Queues, Admin/IO (SQ/CQ)
-NVMe Subsystem/Controller

A memory model is one in which commands, responses and data 
are transferred between fabric nodes by performing explicit 
memory read and write operations
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C1 C2 C3 C4
CPU

PCIe

HostNVMe/PCIe SSD

PCIe
Lanes

DDR

Memory

How does Data Transfer Works?NVMe-PCIe Transport

Data Transfer (Read/Write)
Host 
Software
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C1 C2 C3 C4
CPU

PCIe

HostNVMe/PCIe SSD

PCIe
Lanes

DDR

Memory
PCIe Config.
Register 00h-3Fh -PCI Header

PMCAP -PCI Power Mgmt. Capability
MSICAP -Message Signaled Interrupt Capability
MSIXCAP -MSI-X Capability
PXCAP -PCI Express Capability
AERCAP -Advance Error Reporting Capability

PCIe Registers

PCIe devices have set of registers 
that are mapped to memory locations

NVMe-PCIe (Registers)
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C1 C2 C3 C4
CPU

PCIe

HostNVMe/PCIe SSD

PCIe
Lanes

DDR

Memory
PCIe Config.
Register

During PCIe enumeration 
“Class Code” is read

Class Code Sub-Code Prog. I/F

0x01 
Mass Storage 
Controller

0x08 
Non-Volatile Memory
Controller

0x02 NVMe I/O Controller
0x03 NVMe Admin Controller

NVMe Class Code “010802”Header

NVMe-PCIe (Registers)
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C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

BAR registers maps Device 
Memory Registers into CPU memory

BAR Address

MLBAR: Memory Lower 
Base Address Register-0 

MUBAR: Memory Upper 
Base Address Register-1

NVMe-PCIe (Registers)

Controller Properties are defined 
at registers inside the device memory, 
mapped by the BAR0/1 address

Controller 
Properties
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C1 SA
CPU

PCIe

Host

Memory

NVMe/PCIe SSD

PCIe Config.
Register

How does CPU reads the 
Controller Properties Register ?

BAR Address

NVMe-PCIe (Properties)

Controller 
Properties

1 1- CPU issues memory read command
2- System Agent inside CPU knows this address

is mapped to a PCIe Device Memory Space
3- SA sends the packet to PCIe Transport Layer
4- Device reply is extracted and given to CPU 

2

3

4

PCIe TLP Controller
Properties

MMIO: Memory Mapped I/O
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C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

BAR Address

Host Software rings the “Doorbell” (sends TLP)
located inside the PCIe device (controller) memory

Ring
Doorbell

NVMe-PCIe (Doorbell) How does “Host Software” 
informs Controller about pending tasks?

Doorbell
PCIe TLP

Host 
Software

Properties

Controller Properties
-SQTDBL SQHDBL
-CQTDBL, CQHDBL
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C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

NVMe device uses Message 
Signaled Interrupts (packet)
for CPU’s attention

BAR Address

How does “Controller” 
informs Host about pending tasks ?

MSIx space

Ring
Doorbell

MSIx

00h-3Fh -PCI Header
PMCAP -PCI Power Mgmt. Capability
MSICAP -Message Signaled Interrupt Capability
MSIXCAP -MSI-X Capability
PXCAP -PCI Express Capability
AERCAP -Advance Error Reporting Capability

PCIe Registers

NVMe-PCIe (MSIx)

Host Software

Properties
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C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

BAR Address

MSIx space

MSIxRing
Doorbell

SQ
CQ

Host software places “commands” into 
the SQ Submission Queue and NVMe 
controller places “completions” into 
associated CQ Completion Queue.

NVMe-PCIe (SQ/CQ Pair)

Host Software

NVMe is based on a paired Submission 
and Completion Queue mechanism. 

Properties
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C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

BAR Address

MSIx space

MSIxRing
Doorbell

SQ

NVMe-PCIe (SQE)

Host Software

Submission Queue Entry

Properties
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C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

BAR Address

MSIx space

MSIxRing
Doorbell

NVMe-PCIe (CQE)

Host Software

CQ

Completion Queue Entry

SQ

Properties
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C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

BAR Address

MSIx space

NVMe Queuing mechanism details
NVMe-PCIe (Host to CNTL)

Host Software

circular 
buffer

SQ tail

1 Host Produces               at SQ tail pointer cmd2-Ring
Doorbell

head

3 CNTL Consumes                 at SQ head pointer cmd

2 Host Rings         CNTL doorbellSQ

Properties
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C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

BAR Address

MSIx space

NVMe-PCIe (CNTL to Host)

Host Software

circular 
buffer

CQ

tail

4 CNTL Produces.             at CQ tail pointer msg
MSIx (5)

5 CNTL Writes to Host MSIx interrupt
head

6 Host Consumes             at CQ head pointer msg
7-Ring
Doorbell

7 Host Rings         CNTL doorbell CQ

NVMe Queuing mechanism details

Properties
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C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

BAR Address

MSIx space

MSIxRing
Doorbell

queues

Admin queues are created first and 
are used for “Administrative Tasks”

NVMe-PCIe (Admin_Q)

Admin
Host software initializes 

AQA -Admin Queue attributes (size)
ASQ -Admin SQ base address 
ACQ -Admin CQ base address
(Defined in Controller Properties)

Host Software

Note: ADMIN queue is always
labeled “0” and is used for
all NVMe Admin commands

Properties
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C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

BAR Address

MSIx space

MSIxRing
Doorbell

queues

NVMe-PCIe (I/O queues)

Admin

Host Software Host software issues “Set Feature” 
(NCQR, NSQR) # of I/O CQ/SQ Requested

Controller response includes
(NCQA, NSQA) # of I/O CQ/SQ AllocatedSet

Feature
Number
of Queues
allocated

Host sets the I/O queue numbers 
to the number of cores in the 
system

Using Admin Queues Host starts
the I/O queues creation process

Properties



258 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

BAR Address

MSIx space

MSIxRing
Doorbell

NVMe-PCIe (I/O queues)

Host Software

I/O CQ queues

I/O Completion Queue is 
created first

Host software issues 
“Create I/O CQ” command 
to create all I/O SQ.
(PRP1, QID, QSIZE)Create I/O CQ

Admin SQ/CQ

Primary purpose for I/O queues
is to transfer data (read/write)

Properties



259 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

BAR Address

MSIx space

MSIxRing
Doorbell

NVMe-PCIe (I/O queues)

Admin SQ/CQ

Host Software
I/O SQ/CQ Next Host software issues 

“Create I/O SQ” command 
to create all I/O SQ.
(PRP1, QID, QSIZE)Create I/O SQ

I/O Submission Queue is
created after I/O CQ

Primary purpose for I/O queues
is to transfer data (read/write)

Properties
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C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

BAR Address

MSIx space

Ring
Doorbell

MSIx

NVMe-PCIe (MMIO)

Admin SQ/CQ

Host Software
I/O SQ/CQ

NVMe Admin & I/O queues
are located inside Host memory

Host rings doorbell, controller fetches the 
SQE entry from the memory, processes it, 
updates the CQE entry in the host memory
and generates the MSIx interrupt to host.

SQE
Fetch

CQE
Update

SQE/CQE Packets

Data transfer mechanism for Admin and 
I/O command data through memory MMIO

SQE Submission Queue Entry
CQE Completion Queue Entry

Properties
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C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

BAR Address

MSIx space

MSIxRing
Doorbell

What is NVMe Subsystem?
NVMe-PCIe (NVMe Subsystem)

Admin SQ/CQ

Host Software
I/O SQ/CQ

NVMe Subsystem-NQN

LBA

Name_Space_A 

NSID

NVMe Subsystem consists of
-NVMe Controllers, Ports, Queues
-NSIDs, Name Spaces (LBA)

CNTL-ID

PC
Ie

-0

Port

Properties
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C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

BAR Address

MSIx space

MSIxRing
Doorbell

NVMe-PCIe (Identify-01)

Admin SQ/CQ

Host Software

SQE Identify(6)- (CNS 01h)
Controller Data Structure

Controller or NS Structure
CNS=01 Controller Details
(Does not requires NSID, CNTID, CSI)

Identify-01 (Controller details)

PC
Ie

-0

Host issues series of  “Identify” 
commands to get NVMe Subsystem details

Properties
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C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

BAR Address

MSIx space

MSIxRing
Doorbell

NVMe-PCIe (Identify Reply-01)

Admin SQ/CQ

Host Software Reply from Controller includes
-NVM Subsystem NQN
-Controller ID (CNTID)
-Controller Type

Controller Data Structure

Controller Type
(01)-I/O Controller
(02)-Discovery Controller (Fabric)
(03)-Administrative Controller (MI)

CNTL-ID NVMe Subsystem-NQN

PC
Ie

-0
Properties
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C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

BAR Address

MSIx space

MSIxRing
Doorbell

NVMe-PCIe (Identify-1C)

Admin SQ/CQ

Host Software

SQE Identify(6)-(CNS 1Ch)
Command Set Data Structure

Identify-1C 
(Command sets supported by CNTL)

CNTL-ID NVMe Subsystem-NQN

PC
Ie

-0

A Controller may support one or more 
I/O command sets but each namespace, 
when created, is associated with exactly 
one I/O command set. 

Properties
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C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

BAR Address

MSIx space

MSIxRing
Doorbell

NVMe-PCIe (Identify-1C Reply)

Admin SQ/CQ

Host Software

CNTL Supported Command Sets

CNS=1C
Command Data Set Structure

Command Set Combination#
0-NVMe Command Set
1-Key Value Command Set
2-Zoned Namespace Command Set

CNTL-ID NVMe Subsystem-NQN

PC
Ie

-0
Properties



266 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

BAR Address

MSIx space

MSIxRing
Doorbell

NVMe-PCIe (Identify-07)

Admin SQ/CQ

Host Software

LBA

Name_Space_A 

NSID

CNS=02
Active Namespace IDs List

SQE Identify(6) - (CNS02h)
Active Namespace IDs List

CNTL-ID NVMe Subsystem-NQN

Identify-02 (Active Namespaces List)

PC
Ie

-0
Properties
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C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

BAR Address

MSIx space

MSIxRing
Doorbell

Up to 1024 Active 
NSIDs List returned

NVMe-PCIe (Identify-07 Reply)

Admin SQ/CQ

Host Software

LBA

Name_Space_A 

NSID
List of Active Namespaces

CNTL-ID NVMe Subsystem-NQN

PC
Ie

-0
Properties
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C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

BAR Address

MSIx space

MSIxRing
Doorbell

NVMe-PCIe (SQE-Write)

Host Software

I/O SQ/CQ

PRP: Physical Region Page
NLB: number of logical blocks

SQE -Write (opcode 01)
NSID2, PRP1/2, SLBA, NLB

Write Command

CNTL-ID NVMe Subsystem-NQN Name_Space_A 

NSID2

LBA NLB

PC
Ie

-0

Controller Fetches SQE

Properties
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C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

BAR Address

MSIx space

Controller Reads Data from PRP 
buffers and writes it to the Flash

NVMe-PCIe (DMA Data)

Host Software

I/O SQ/CQ

LBA NLB

CNTL-ID NVMe Subsystem-NQN Name_Space_A 

NSID2

PC
Ie

-0

DMA
PRPPRP

pointers list 

FTL (Flash Translation Layer)
Maps LBA to local flash addresses

LBA address

Physical address

FTL table
Logical address (LBA) to 
Physical address mapping
(flash -plane/page/block)

Properties
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C1 C2 C3 C4
CPU

PCIe

Host

Memory

DDR

NVMe/PCIe SSD

PCIe
Lanes

PCIe Config.
Register

BAR Address

MSIx space

MSIxRing
Doorbell

NVMe-PCIe

Host Software

CNTL-ID NVMe Subsystem-NQN

I/O
Name_Space_A 

NSID2

LBA

PC
Ie

-0

Admin SQ/CQ I/O SQ/CQ
NVMe-PCIe
Local Storage
over PCIe bus

Properties
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NVMe-PCIe Trace of a Doorbell Message 

SQ Tail Doorbell Trace: Courtesy of 
Teledyne Technologies 
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NVMe-FC Packet Examples
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FCP (SCSI Protocol mapped into Fibre Channel)  

LUN
LBAFC

Server

FCP
SCSI
Write
LBA

FC 
Switch

FC 
Switch

FC FC SCSI

HDD

SOF FC Frame header SCSI Payload CRC EOF
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00

R_CTL D_ID
CS_CTL/Pri S_ID

TYPE F_CTL
SEQ_ID DF_CTL SEQ_CNT

OX_ID RX_ID
Parameter

SOF Frame Header Payload CRC EOF

FC4 Device Data

FC4 Link Data

Payload
NOP
ABTS

BA_CC
BA_RJT

BLS Basic Link Service

Link Control

ELS Extended Link Service

FLOGI, PLOGI, PRLI, PRLO, FPIN... 

FCP Protocol
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NVMe/FC Packets

Namespace
FC

Server

NVMe
Write
LBA

FC 
Switch

FC 
Switch

FC FC NVMe LBA

Flash

SOF FC Frame header NVMe-FC header CRC EOFNVMe Payload

NVMe/FC NVMe/FCFCP[NVMe]
NVMe SQE

SQE
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00

R_CTL D_ID
CS_CTL/Pri S_ID

TYPE F_CTL
SEQ_ID DF_CTL SEQ_CNT

OX_ID RX_ID
Parameter

SOF Frame Header Payload CRC EOF

NVMe SQE

Initiator

Target

NVMe/FC

NVMe_CMND

NVMe/FC Packets
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00

R_CTL D_ID
CS_CTL/Pri S_ID

TYPE F_CTL
SEQ_ID DF_CTL SEQ_CNT

OX_ID RX_ID
Parameter

SOF Frame Header Payload CRC EOF

NVMe CQE
Response

NVMe/FC

NVMe_ERSP (Extended Response)NVMe_SR Request (Sequence Retry)

NVMe_SR Response

NVMe_XFER_RDY (Transfer Ready) 

NVMe/FC Packets
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31 00

R_CTL(01) D_ID
CS_CTL/Pri S_ID

TYPE (8) F_CTL
SEQ_ID DF_CTL SEQ_CNT

OX_ID RX_ID
Parameter (offset)

NVMe-FC Data Transfer
NVMe_Data IUFCP Dataset

NVMe-Data
Bit set to 1
indicating Offset
present

The start of the range is indicated by the 
Parameter field in the first frame of
the Sequence. Relative offset value 
multiple of x4

Data 

Data Series
-Each frame in the Sequence is a continually increasing    
portion of the Data Series range.
-The length of the range is the Sequence payload length.
-If more than one NVMe_DATA IU is used to transfer the data, 
the relative offset value in the Parameter field is used to 
ensure that the NVM data is reassembled in the proper order.

NVMe Data is
transferred as 
FCP Data
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31 00

R_CTL(06) D_ID
CS_CTL/Pri S_ID

TYPE (8) F_CTL
SEQ_ID DF_CTL SEQ_CNT

OX_ID RX_ID
Parameter

NVMe SQE (64 bytes)

Format ID (FD) FC ID (28) CMND IU Length
Reserved FlagsCategory

Connection ID

Command Sequence Number
Data Length

DPS LBADS MS
Reserved

NVMe-FC Read Command IU
NVMe_CMND IU

Opcode (02) Read

CID Command ID

NSID Namespace ID

SGL Descriptor

SLBA Starting LBA

NLB Number of LBs

NVMe-Read SQE

Length of Data Blocks(0)Sub Type(A) Type (05) 

SGL

Transport SGL NVMe Transport
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NVMe-FC (PRLI -Process Log In)

PRLI

Service Parameter
(Initiator Function = NVMe-FC/reply)
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Command
(NVMe Create Association) 

Controller ID
(Dynamic) Admin Queue 

depth

Host NQN

NVMe-FC  (Create Association)
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NVMe-FC (Accept Create Association)

Accept

NVMe Association ID

NVMe Connection ID
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NVMe-FC (Connect)

Fabric Command = Connect

Queue ID = 0 (Admin)
default queue 
size = 32
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NVMe-FC (Reply Identify Active Name Space List)

NSID =04 NSID =05

NVMe-FC Traces
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NVMe-FC (Read command)
SOF FC headers NVMe-FC NVMe-CMD Payload CRC EOF

NVMe-CMD “Read”

NSID

SLB
NLB

Connection-ID
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NVMe-FC (Read NSID)

Read = SGL

Starting LBA

Number of Logical Blocks

NSID
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NVMe/RoCEv2 Flows



288 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

CPU

PCIe

Storage Array

DDR

NVMe/PCIe 
SSD

PCIe
Lanes

PC
Ie

-0

LBA

Host Software

NVMe-RoCEv2

PCIe

CNTL#8
NSI/O CNTL

Port-ID

NSID

Enet Fabric

Discovery CNTL

NVMe Subsystem
.Discovery Services

RoCEv2_Queues mapping to NVMe_Queues

Admin 0 
SQ/CQ

Host

Log Page 70

NVMe Subsystem.NQN#1

NVM SQ/CQ

0-Admin

1-I/O queue
Properties

Memory

PCIe Register

BAR Address

MSIx space
NVMe-RoCEv2

PCIe

Admin
0

I/O
1

Messages IB/QP

RoCEv2

HCA

Send Rcv

CQE

QP

HCA

NVMe-OF

-RDMA_SEND transmit command capsules
-All RDMA READ/WRITE are initiated by
controller

RDMA_READ

RDMA_WRITE
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NVMe-RoCEv2 Transport

Connect Host to the 
NVMe Controller 

“Transport Binding”

-Discover the NVMe I/O controller
-Initiate the NVMe connection over RoCEv2 IB/QPI

Create NVMe Admin & I/O 
Queues for Controller

-Create Admin Queue for NVMe commands
-Create I/O Queues for Data Transfer
(Each NVMe queue pair is mapped to IB/QP queue pair)

II

Find the list of Active 
Namespaces

-Get a list of Active available Namespaces 
(Controlled by the Storage Admin)III

Start NVMe I/O operation -Start I/O transfer with NVMe Write/Read
(I/O transfer uses I/O queues)

IV
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NVMe-RoCEv2 (Transport Binding) 

# nvme discover -t rdma 
-a 10.254.164.6 

IB/CM RequestConnect
IB/CM ResponseConnect

IB/CM ReadyToUse

RoCEv2/UDP NetworkNVMe Host

port 
10.254.164.6

NS

NVMe Storage subsystems

Discovery Services NQN Subsys.xbf91

Discovery Cntl. I/O Cntl.

default RoCEv2
UDP port# 4791

IB Connection (Queue Pair)

Setup
IB/Queue Pair
connection

RDMA-Send HCA

HCA
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NVMe-RoCEv2 (Transport Binding) 

# nvme discover -t rdma 
-a 10.254.164.6 

IB/CM RequestConnect
IB/CM ResponseConnect

IB/CM ReadyToUse

IB Connection ID (Queue Pair)

RoCEv2/UDP NetworkNVMe Host

port 
10.254.164.6

NS

NVMe Storage subsystems

Discovery Services NQN Subsys.xbf91

Discovery Cntl. I/O Cntl.

default RoCEv2
UDP port# 4791

Host 
Admin Q-0

NVMe 
Admin Q-0

NVMe Connect (Admin_Q #0)

x0a10

RDMA-Send

RDMA- ReadRequest

RDMA- ReadResponse (Connect Response)

HCA

HCA
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2

NVMe-RoCEv2 (Transport Binding) 

# nvme discover -t rdma 
-a 10.254.164.6 

IB/CM RequestConnect
IB/CM ResponseConnect

IB/CM ReadyToUse

IB Connection ID (Queue Pair)

RoCEv2/UDP NetworkNVMe Host

port 
10.254.164.6

NS

NVMe Storage subsystems

Discovery Services NQN Subsys.xbf91

Discovery Cntl. I/O Cntl.

default RoCEv2
UDP port# 4791

Host 
Admin Q-0

NVMe 
Admin Q-0

NVMe Connect (Admin_Q #0)

x0a10

RDMA-Send

RDMA- ReadRequest

RDMA- ReadResponse (Connect Response)

HCA

HCA
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NVMe-RoCEv2 (Transport Binding) 

# nvme discover -t rdma 
-a 10.254.164.6 

IB/CM RequestConnect
IB/CM ResponseConnect

IB/CM ReadyToUse

IB Connection ID (Queue Pair)

RoCEv2/UDP NetworkNVMe Host

port 
10.254.164.6

NS

NVMe Storage subsystems

Discovery Services NQN Subsys.xbf91

Discovery Cntl. I/O Cntl.

default RoCEv2
UDP port# 4791

Host 
Admin Q-0

NVMe 
Admin Q-0

NVMe Connect (Admin_Q #0)

NVMe Property GET/SET

NVMe Identify (discovery controller)

NVMe Get Log Page 70

HCA

HCA

Direct Discovery Controller Log

I/O controller 
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NVMe-RoCEv2 Transport

Connect Host to the 
NVMe Controller 

“Transport Binding”

-Discover the NVMe I/O controller
-Initiate the NVMe connection over RoCEv2 IB/QPI

Create NVMe Admin & I/O 
Queues for Controller

-Create Admin Queue for NVMe commands
-Create I/O Queues for Data Transfer
(Each NVMe queue pair is mapped to IB/QP queue pair)

II

Find the list of Active 
Namespaces

-Get a list of Active available Namespaces 
(Controlled by the Storage Admin)III

Start NVMe I/O operation -Start I/O transfer with NVMe Write/Read
(I/O transfer uses I/O queues)

IV
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NVMe-RoCEv2 (Transport Binding) 

# nvme connect -t rdma 
-a 10.254.164.6
-n GB00041004bbf91 IB/CM RequestConnect

IB/CM ResponseConnect
IB/CM ReadyToUse

RoCEv2/UDP NetworkNVMe Host

port 
10.254.164.6

NS

NVMe Storage subsystems

Discovery Services NQN Subsys.xbf91

Discovery Cntl. I/O Cntl.

Host 
Admin Q-0

NVMe 
Admin Q-0

NVMe Connect (Admin_Q #0)

IB Connection ID (Queue Pair)

NVMe Property GET/SET

HCA

HCA

IB/CM Connect (Req./Resp./RTU)

IB Connection ID (Queue Pair)

Host 
I/O Q-1

NVMe 
I/O  Q-1

NVMe Connect (I/O_Q #1)

Process is
repeated
for additional
I/O queues
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NVMe-RoCEv2 Transport

Connect Host to the 
NVMe Controller 

“Transport Binding”

-Discover the NVMe I/O controller
-Initiate the NVMe connection over RoCEv2 IB/QPI

Create NVMe Admin & I/O 
Queues for Controller

-Create Admin Queue for NVMe commands
-Create I/O Queues for Data Transfer
(Each NVMe queue pair is mapped to IB/QP queue pair)

II

Find the list of Active 
Namespaces

-Get a list of Active available Namespaces 
(Controlled by the Storage Admin)III

Start NVMe I/O operation -Start I/O transfer with NVMe Write/Read
(I/O transfer uses I/O queues)

IV



297 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

NVMe-RoCEv2 (Transport Binding) 

RoCEv2/UDP NetworkNVMe Host

port 
10.254.164.6

NS

NVMe Storage subsystems

Discovery Services NQN Subsys.xbf91

Discovery Cntl. I/O Cntl.

Host 
Admin Q-0

NVMe 
Admin Q-0

NVMe Session (Admin_Q #0)

HCA

HCA

NVMe Identify (Namespace list CNS02)# lsblk
NS_A

nvme storage

NVMe Write

NS_A

Host 
I/O Q-1 NVMe 

I/O Q-1

NVMe Session (I/O_Q #1)
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NVMe-RoCEv2 Traffic Engineering

IB/CNP, DSCP, PFC, ECN
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NVMe Advanced Features



300 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

Storage Protocols Stack

IB Fabric

NVMe-IB

RDMA

IB-ETH

IB-BTH

IB-LRH

IB-Link

NVMe over Fabric
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2016 NVMe-FC

2016 NVMe-IB

2016 NVMe-RoCEv2

2018 NVMe-TCP

[Enet[IP[TCP [iSCSI[SCSI]]]]]

[Enet[FCoE[FC[SCSI]]]]

[Enet[IP[TCP [NVMe]]]]

NVMe-SSD 2013

2016-NVMe-E2E

2018-NVMe-E2E

CKD-1964/DASD

1994 FC-SCSI

2000       iSCSI

2001    FICON

2002 SRP

2009      FCoE

1986 SCSI
1994 FC Standard

2007       iSER 

1994-SCSI 

NVMe/oF -2016

2013

2014-RoCEv2

Next-Gen SAN

Traditional  SAN

2020-NVMe Fabric

UCS
N5k
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Block Storage

Application

File System

Server

File I/O

Block I/O (NVMe-oF)
FC network
IP network

Application

File System

Server

Block I/O

File I/O (NFS/CIFS)
IP network

File I/O

Object Application

Object Container

Server

Block I/O

Object API

Object API

Object API (S3)
IP network (HTTP)

Object I/O

Fastest Convenient Scalable

Block Storage is getting faster with NVMe

Block I/O

Block I/O

File 
Storage

Object 
StorageFile I/O

HDD

SAS SSD

NVMe SSD HDD

SAS SSD

NVMe SSD HDD

SAS SSD

NVMe SSD
NVMe SSD
NVMe SSD

End-to-End 
NVMe

smartNIC
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Queues Mapping 
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NVMe CLI Commands (debian)
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NVMe-oF Comparison
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iSCSI vs NVMe-IP
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NVMe Commands
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Tail Latency (Long Tail)

I/O Completion Latency

•
90%

70%(0.8 ms) 99.99%

Long Tail (Why?)

20%(12 ms)

10% (65 ms)

msec
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Flash Internals
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channel #1
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NVMe CNTL

LBA-Physical
address translation

Garbage Collection

Wear-Leveling

Bad Block Mgmt.

Block #2 Block #3

Block #4Block #5Block #6

NVMe SSD

NAND Flash

P5 P4 P3 P2 P1 P5 P4 P3 P2 P1 P5 P4 P3 P2 P1

Flash Translation Layer

Write at 
Page level

Erase at 
Block level

Data

Data

Data

Free Page Garbage

P/E (Program/Erase) Cycle

Erase

Write

P5 P4 P3 P2 P1P5 P4 P3 P2 P1P5 P4 P3 P2 P1

Write Amplification

blocked
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Predictable Latency

Block #1

channel #0

channel #1

Fl
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e Device Memory

FTL

NVMe CNTL

LBA-Physical
address translation

Garbage Collection

Wear-Leveling

Bad Block Mgmt.

Block #2 Block #3

Block #4Block #5Block #6

NVMe SSD

NAND Flash

P5 P4 P3 P2 P1 P5 P4 P3 P2 P1 P5 P4 P3 P2 P1

Flash Translation Layer

Data

Data

Data

Open Channel
-Parallel Units/Chunks
-LightNVM

P5 P4 P3 P2 P1P5 P4 P3 P2 P1P5 P4 P3 P2 P1

I/O Determinism
-NVMe Streams
-NVMe Sets

-NVMe ZNS
(Zoned Namespaces)
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Single-Namespace 
NVM Subsystem

[LBAs]

Complex NVM Subsystem

[LBAs] [LBAs] [LBAs]

I/O Determinism (NVM Set)
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ZNS Zone Namespace

Zone Info
-Total Zone
-Zone Type
-Zone State
-Zone Attribute
-Zone Capacity
-Zone start LBA
-Write Pointer

New NVMe Commands
-Zone Mgmt. Send/Rcv
-Zone Append
-Zone Copy
-Zone Commit

Zone 0 Zone 1 ......... Zone x-1

Write
Pointer

Zone Start
LBA

Zone Size

Zone Capacity

Zone
Condition

Write
Sequentially

-Lower Write Amplification
-Lower P/E cycle (increased SSD life)
-Predictable Latency

Address Mapping

Data Placement

Garbage Collection

Wear Leveling

NS, Streams

Error retry handling

Bad Block Mgmt.

SSD

Host
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CPU

PCIe

Storage Array

DDR

NVMe/PCIe 
SSD

PCIe
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PC
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LBA

Host Software

NVMe-TCP

NIC
Adapter

PCIe

Port-ID

NSID

Enet Fabric

System Memory / CPU Intensive

Host

NVM 
SQ/CQ

NVMe-OF
Admin

I/O queue
Properties

System Memory
PCIe Register

BAR Address

MSIx space

NVMe-TCP

Admin I/O

Data

NVMe_Read 1

Fetch Read 2

4 Data

DMA Data3
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Storage Array
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NVMe/PCIe 
SSD

PCIe
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Host Software

NVMe-TCP

NIC
Adapter

PCIe

Port-ID

NSID

Enet Fabric

CMB / CPU Offloaded

Host

NVM 
SQ/CQ

NVMe-OF
Admin

I/O queue
Properties

System Memory
PCIe Register

BAR Address

MSIx space

NVMe-TCP

Admin I/O
NVMe_Read 1

Fetch Read 2
Data 4 Data

Pull Data

3
CMB

CMB Controller Memory Buffer
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CPU

PCIe

Storage Array

DDR

PCIe
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PC
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Host Software

NVMe-TCP

NIC
Adapter

PCIe

NSID

Enet Fabric

NVMe PCIe SSD

Host
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SQ/CQ
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PCIe Register
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NVMe-TCP

Admin I/O
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CPU

PCIe

Storage Array

DDR

NVMe/PCIe SSD
PCIe
Lanes

PC
Ie

-0

LBA

Host Software

NVMe-TCP

NIC
Adapter

PCIe

Enet Fabric

Host

NVM 
SQ/CQ

NVMe-OF
Admin

I/O queue
Properties

Admin I/O

System Memory

NVMe Software
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Adapter

NVMe 
Controller

NAND
Flash

NVMe PCIe SSD (CPU is the Bottleneck)
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NVMe-oF Drive (Ethernet SSD)
600Gb/s

NVMe Software

EBOF

Storage Array
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NVMe-oF Drive (Ethernet SSD)

Host Software

NVMe-TCP

NIC
Adapter

Enet Fabric

NVMe-OF
Admin

I/O queue

EBOF
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NVMe Key Value (SSD)

KV Device Driver

KV Index

Log

Application
Key Value API (SNIA)

TX/s

WAF, RAF
Latency

NVMe Block Device (SSD)

Block Device Driver

Mapping (LBA--SSD)

Log

File System

Block Map Journal

SW KV Store

KV Index Log

Application
Key Value API

Today all storage protocols (Block,
NFS or Object) uses LBA block
addressing scheme.

NVMe Key Value SSD

Key Value API (SNIA)
-Open/Retrieve Device
-Create/Delete Key Space
-Store, Retrieve, Delete,
-List, Delete Group

NVMe KV I/O Commands
(Store, Retrieve, List, Exist, Delete)

KV protocol maps an address (Key,
32 bytes max.) to a physical location
where (Value, 4GB max) is storage.
No LBA, hence no translation in FTL.
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Storage Array
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PCIe
Lanes
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Host Software

NVMe-oF

HBA
Adapter

PCIe

NSID

NVMe-oF 
Fabric

NVMe Computational Storage

Host
NVM 
SQ/CQ

NVMe-OF
Admin

I/O queue
Properties

System Memory
PCIe Register

BAR Address

MSIx space

NVMe-oF

Admin I/O

NVMe/PCIe SSD
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CPU

PCIe

Storage Array

DDR

PCIe
Lanes

PCIe

NVMe Computational Storage

NVM 
SQ/CQ

System Memory
PCIe Register

BAR Address

MSIx space

NVMe-oF

Admin I/O
PC

Ie
-0

Host

1

1 NVMe Read (NS) is issued to CNTL

2

3

3

4 TP4091 Computational Programs
I/O Command Set

-Execute Program
-Load Program
-Activate Program

TP4131 Controller Local Memory

2 CNTL moves the (NS) data to CM
3 Execute PGM-0 on CE-2

4 Read CM Output Data back to Host
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CXL (Compute Express Link)

CXL.io 
(PCIe-mode)

NVMe
SSD

PCIe
HBA

PCIe

DDRHost 
Memory

DDR
CPU

CXL (Compute Express Link)

CXL Memory
Expander

Device
Memory

CXL.io
CXL.mem

Type-3

SmartNIC
coherent cache

CXL.io
CXL.cache

Type-1

Accelerator
coherent cache

Device
Memory

CXL.io
CXL.cache
CXL.memType-2

CLX is an industry-supported Cache-Coherent 
Interconnect for Processors, Memory Expansion 
and Accelerators it maintains memory coherency 
between the CPU memory space and memory 
on attached devices.
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NVMe RoCEv2 examples
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NVMe-RoCEv2 (IB -CM Connection Manager)

IB
Connect Request

IB
Connect Reply

IB Ready To Use
IB Communication ID (Local/Remote)

324BRKDCN 3812
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NVMe-RoCEv2 (NVMe-Connect)

NVMe
Connect 
Request

325BRKDCN 3812
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NVMe-RoCEv2 (NVMe Get Property)

IB Queue#

NVMe Get Property

NVMe Admin Queue#0

326BRKDCN 3812
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NVMe Misc. Slides
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Cisco N9k –Smart Buffering for NVMe/TCP

Approximate Fair Discard
Dynamic Packet Processing
On-Chip Memory

328

Cisco Cloud Scale ASIC - Pipeline



329 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

Cisco N9k ASIC driven Analytics (TCP)

Cisco Network Insights

meta-data

329

Cisco Cloud Scale ASIC - Pipeline
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NVMe Storage Automation with Cisco ACI/APIC

330
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End-to-End NVMe

SCSI Protocol

SCSI-SSD Flash

SCSI-FC(FCP)

Fibre Channel SAN Switching
Cisco MDS

Hard Disk Drive-HDD

DC Ethernet 
Switching

NVMe Protocol

PCIe-NVMe-SSD Flash

NVMe-FC NVMe-RoCEv2 NVMe-TCP

DC Ethernet Switching
Cisco N9k

iSCSI/iSER

All Flash Arrays

NVMe/FC

NVMe-RoCEv2, NVMe-TCP

NVMe-FC, NVMe-RoCEv2, NVMe-TCP (MDS, N9k)
Cisco 

FC

IP

FC & IP

Customers

End to End NVMe Enterprise Storage with Cisco networking

Cisco Next-Gen SAN Architecture

Cisco 
NVMe-Anywhere
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Streamer
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F64 NVMe Analytics Engine –Kamal



333 | ©2022 Storage Networking Industry Association. All Rights Reserved. Kamal Bakshi, Cisco 

Thank You


