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Presenter Notes
Presentation Notes
Abstract
Big changes lie ahead for the world of data processing in many areas: hardware structure, data management, processing algorithms, and even computing types (analog vs. digital.)  How must the technical community prepare for these changes?  Join noted analyst Jim Handy and IEEE President Tom Coughlin as they look at future computing systems in which storage will appear in new and interesting places.  This session will examine how CXL might make persistent memory more widely available and bring processing closer to memory, while AI will drive both the broad adoption of new types of volatile DRAM in HBM stacks as well as the use of emerging nonvolatile technologies in AI-specific “Processing in Memory” (PIM) chips and embedded products for consumer and industrial applications.  We’ll also show why computing is poised to convert to persistent caches, and eventually persistent register sets, either as memory on the processor chip or as chiplets, even though the DRAM that lies between persistent storage and persistent caches will remain volatile.  We’ll touch on the evolution of “AI Everywhere” and show how altogether different approaches will be used for various applications, from neural networks at the edge and computational storage close to the source of the data, to massive centralized data centers that boast tens of thousands of GPUs, all the while explaining what architectures, software, and new algorithms will be needed to support this shift.  These changes will require the development of new approaches to computing that will disrupt the fundamental direction of computing architecture.
Old Abstract
NVDIMMs and Intel’s Optane Memory signaled the beginning of computing’s change away from the status quo of: “Memory is Memory and Storage is Storage.”  Big changes lie ahead, how must the technical community prepare for these changes?  Join noted analyst Jim Handy and IEEE President Tom Coughlin as they look at future computing systems in which storage will appear in new and interesting places.  This session will examine how CXL might make persistent memory more widely available while AI will drive both the broad adoption of new types of volatile DRAM in HBM stacks as well as the use of emerging nonvolatile technologies in AI-specific “Processing in Memory” (PIM) chips and embedded products for consumer and industrial applications.  We’ll also show how semiconductor scaling limits will lead to the use of persistent caches, and eventually persistent register sets, either as memory on the processor chip or as chiplets, even though the DRAM that lies between persistent storage and persistent caches will remain volatile.  These changes will require the development of new approaches to computing that will change the fundamental direction of computing architecture.

Learning Objectives:
Discover how persistence will find its way into new levels of the memory/storage hierarchy
Understand the challenges presented by mixed persistent and volatile memory levels
See how emerging memory technologies will create new AI platform architectures

Primary Category: Solid State Storage Solutions
Secondary Category: Data / Storage Architecture
Old Title: Prepare for Fundamental Architectural Changes to Storage and Memory
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How Hardware is Changing

 From CPUs to CPUs and GPUs/TPUs
 CPU memory channels increasing

 But DIMMs per channel is decreasing
 GPUs aggressively moving from GDDR to HBM

 From local memory to memory fabrics
 Communication bandwidth is critical bottleneck

 From centralized to edge processing
 Reduce bandwidth requirements by reducing data size
 Delegate tasks to edge or endpoints
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Software Changes

Virtualization to composability to persistence to disaggregated memory 
to AI to fabrics to…
Disaggregated memory applications & systems are coming
 Also for memory fabrics

Support for persistence
 SNIA NVM Programming Model is a strong foundation
 Persistent caches are coming

…also AI-generated code
…also just the fact that different languages are used for AI
 And different talents are needed to manage it

Presenter Notes
Presentation Notes
Languages used for AI:
TensorFlow
PyTorch
Keras,
Google JAX
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AI Talent Pool
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Changes Coming in the Foreseeable Future

AI-oriented networks
Optical networks
Widespread use of chiplets
Widespread use of fabrics
Machine learning at the edge
 Inference at the endpoints
Pervasive persistence
Coprocessors everywhere
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What is CXL Really For?

Maintaining coherency?
Eliminating stranded memory?
Expanding memory size?
 Increasing memory bandwidth?
Supporting persistent memory?
Hiding DDR4/DDR5/DDR6 differences?
Passing messages between xPUs?
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CXL Supports New Memory Architectures

Disaggregated memory
Pooled memory
Memory fabrics
Shared memory
Persistent memory
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User Wants & Needs

Microsoft Azure: Pooling can save 7% in memory costs
 Eliminates stranded memory

Google: Stranded memory is not important
 VMs are efficiently packed in high-resource servers

 IBM/Georgia Tech: DDR is a poor answer
 All DRAM should be attached by CXL or OMI

 AI Providers: We need enormous memories
 Also fast loads of GPU HBM

 Give us bandwidth!

 Hyperscalers: “Any-to-Any” xPU connections
 PC OEMs: CXL is not immediately useful
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Optimistic, Pessimistic, & Realistic Forecasts
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Very Optimistic Forecast

 2 Years to 100% data center adoption
 All DDR replaced by CXL in 5 years

Widespread use of pooling
 Instant doubling of memory sizes
 AI given as the reason

CXL to re-use older DIMMs
 MS-SSD (CXL NAND) catches on

Switches everywhere!
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Very Pessimistic Forecast

Extremely slow acceptance
 No acceptance without strong software support
 Two Olympic Cycles to create this software
 Only popular for large-memory systems

 Large-memory servers rarely required
 A problem that Optane faced

Pooling not adopted
 Switches don’t find homes
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Optimistic and Pessimistic Numbers
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Presenter Notes
Presentation Notes
The top line is $100 billion ($10^5 million), so the Optimistic forecast is $33 billion in 2028, up from $6B in 2025
The pessimistic forecast reaches $300M in 2028, up from $50M in 2025.
An odd thing that you may want to share is that the two foreasts grow at similar rates.  Their growth is a little faster than data center standard server growth.
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Realistic CXL Forecast
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CXL Memory Module Revenues

From: CXL Looks for the Perfect Home, Objective Analysis

Presenter Notes
Presentation Notes
This is the forecast in the report.  It reaches $3.5 billion in 2028.

It’s not like the $15 billion forecast from “The Other Guys”

http://objective-analysis.com/reports
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Long-Term Impact

Re-thinking system architecture
 Disaggregated memory
 Processor arrays with memory fabrics
 Memory agnostic

Better memory bandwidth & size vs. worse latency
 Design-arounds will optimize for this
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New Report: CXL Looks for the Perfect Home

Released July 2024
Covers all perspectives
 Where CXL is useful, and where it isn’t
 Demand drivers for CXL DRAM modules
 Opportunities outside of DRAM
 Forecast (Revenues, units, ASP)

Available for immediate download:
 Objective-Analysis.com/reports

http://objective-analysis.com/reports
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RULE 1:
All Emerging Memories are Persistent
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RULE 2: None Use a Charge-Based Cell

MRAM: Magnetism
ReRAM: Resistance
Either metal filament or oxygen vacancy
PCM: Resistance, too
Crystalline or amorphous
FRAM: Atom displacement
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Emerging Memory Benefits

Nonvolatile
Fast write compared to flash
Byte writeable
Scalable well past 28nm
Radiation-tolerant
Based on innovative materials
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The Economics Are Challenging
A small die size isn’t enough
Manufacturing scale determines relative cost
Economies of scale prevail

Intel’s Optane proved the difficulty
Volume never justified the cost
>$7B in Intel losses
Micron losses ~$400M/quarter

Chart Source: Emerging Memories Branch Out

http://objective-analysis.com/reports/#Emerging
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Where Will Persistence Reappear?

Caches Chiplets CXL

Presenter Notes
Presentation Notes
Left to right: Pentium M, AMD Genoa, SMART CXL Memory Module
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SRAM Caches Barely Shrink
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Presenter Notes
Presentation Notes
The percentages are the percent of the die that is required by SRAM.  It gets to be dominant at smaller processes since SRAM isn’t shrinking in proportion to the logic.
The little die in the upper right shows how big the right-side die would have been had the SRAM shrunk in proportion to the logic.  It’s less than half as large (44%, to be exact!)
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A Persistent Cache?  Why Not?

SRAM is not shrinking with the semi process
 Cache’s share of CPU chip cost is ballooning

Emerging (and persistent) memories scale with process
 Foundries have already developed MRAM & ReRAM processes
 In volume production today

 There are downsides:
 SRAM is faster than emerging memories, but far more costly
 Software support isn’t fully there, but SNIA’s NVM Programming Model is helpful
 Off-the-shelf software doesn’t know what to do with persistence
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What Becomes Persistent?

Presenter Notes
Presentation Notes
If we look at the memory/storage hierarchy we see big changes.  [CLICK] This circle encompasses all the technologies that have been persistent to date, basically the things we have thought of as storage for decades, with the addition of Intel’s Optane Memory.  [CLICK]

Another circle goes around all the things that eventually will become persistent, the caches on the processor chip, and the caches that are embodied in chiplets.

Oddly enough, the part in the middle, DRAM, is unlikely to change anytime soon.  Intel’s Optane experiment proved that it is enormously difficult to challenge DRAM in its own space, so it will remain around for some time.  [CLICK]
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Persistent Chiplets

Chiplets are gaining momentum
 FPGAs have used them for over 5 years
 Packaging techniques are well established

 Logic process for logic, memory process for memory
 More cost-effective and faster time-to-market

Intel Data Center GPU Max Series
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CXL Supports Any Memory, Volatile or Persistent

DDR4 Server

DDR5 Server

DDR4 DRAM

DDR5 DRAM
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CXL Supports Any Memory, Volatile or Persistent
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CXL Supports Any Memory, Volatile or Persistent
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CXL Supports Any Memory, Volatile or Persistent
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Report: Emerging Memories Branch Out
MRAM Line

Emerging
Memoryville

Toggle Mode
VCMRAM

Racetrack
Thermal

MeRAM
Opto MRAM

Spin Branch Line

NRAM

UltraRAM

Distant Line ReRAM Line

HfO Branch Line
Ferroelectric Line

NOR-Type
3D XPoint Phase Change Line

Now Available! https://Objective-Analysis.com/reports/#Emerging
http://www.TomCoughlin.com/techpapers.htm

https://objective-analysis.com/reports/#Emerging
http://www.tomcoughlin.com/techpapers.htm
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Whither the Processor?

CPU
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CPU
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Yesterday Today Tomorrow

Presenter Notes
Presentation Notes
1, 2, 4 processors
Yesterday: CPUs
Today: CPUs & GPUs or TPUs
Tomorrow: Neural networks inferring (& learning?) at the edge




37 | ©2024 SNIA. All Rights Reserved.

Outline

Hardware Changes
Software Changes
Otherware Changes
How CXL Could Go
Persistence and Emerging Memory Types
Processor Specialization
Processing In Memory
AI Everywhere
Wrap-Up



38 | ©2024 SNIA. All Rights Reserved.

What is “Processing In Memory”?

It depends on who you talk to
DIMMs with DRAM and a processor chip
 Hints of HBMs with processor on logic chip

DRAM chips with an internal processor
Processing logic within the memory bit cells
Analog neural net chips

Goal is to reduce data movement

Presenter Notes
Presentation Notes
DIMMs with an on-DIMM processor
Memory chips with an on-chip processor
Memory chips whose bit cell incorporates a rudimentary 1-bit processor
Analog Neural Networks that try to mimic a brain’s biological function

[CLICK] The goal of all of these is to reduce data movement by adding processing elements to an inexpensive memory array. [CLICK] 
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Goal: Wider Buses, Greater Processing Bandwidth

Memory Chip
Bit Array

Column Select
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ALL AT ONCE!

Presenter Notes
Presentation Notes
A gigabit memory chip is organized relatively square on the inside.  Those billion bits (10^9) would be 10^5 columns of 10^4 (10,000) bits per column.  If you output all those bits in 64-bit chunks, it would take 128 transfers to get them all out of the chip.
Instead, wouldn’t it be better to process ALL of the bits in the column at the same time?  Even if your processor is REALLY SLOW because it’s built using a DRAM process instead of a logic process, you’d realize a huge speed gain, and your power would naturally get REALLY LOW!
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DIMM with an Internal Processor

Samsung AXDIMM

CXL can replicate this approach

Presenter Notes
Presentation Notes
Samsung uses the moniker “AX” for anything of theirs that implements AI.
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DRAM Chips with Internal Processor
Samsung

Aquabolt AX
Natural Intelligence

AutomatonUpmem DPU

Presenter Notes
Presentation Notes
Here are three examples of the second sort of PIM.  All of these add a relatively weak processor to a standard DRAM chip

Natural Intelligence’s Automata dates back more than a decade, when it was initially introduced by Micron.
Samsung has been making a lot of noise since 2022 about the company’s Aquabolt-XL, which is very similar to a standard high-bandwidth memory, or HBM, like those that surround higher-performance Nvidia GPUs.  The photo shows an Aquabolt-XL die, with a compute element flanked by DRAM banks.
UPmem’s PIM chip has DRAM on either side of an array of four processors.

[CLICK] This ugly diagram is an example of the kind of thorny problem that the Automata shines at: Network Analytics.  Natural Intelligence estimates that in applications like this its Automata provides 100X the performance per Watt of a system based on a standard Intel Xeon server processor, and  50X the standard server’s performance per dollar.  [CLICK]
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DRAM Chips with Internal Processor

Presenter Notes
Presentation Notes
Here are three examples of the second sort of PIM.  All of these add a relatively weak processor to a standard DRAM chip

Natural Intelligence’s Automata dates back more than a decade, when it was initially introduced by Micron.
Samsung has been making a lot of noise since 2022 about the company’s Aquabolt-XL, which is very similar to a standard high-bandwidth memory, or HBM, like those that surround higher-performance Nvidia GPUs.  The photo shows an Aquabolt-XL die, with a compute element flanked by DRAM banks.
UPmem’s PIM chip has DRAM on either side of an array of four processors.

[CLICK] This ugly diagram is an example of the kind of thorny problem that the Automata shines at: Network Analytics.  Natural Intelligence estimates that in applications like this its Automata provides 100X the performance per Watt of a system based on a standard Intel Xeon server processor, and  50X the standard server’s performance per dollar.  [CLICK]
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Processing Within the Memory Bit Cell

Gemini Associative Processor (APU)

Large
Memory

GSI Gemini APU Macronix FortiX

Presenter Notes
Presentation Notes
But there’s an architecture that even more intimately combines a processor with memory, and this one adds processing within the memory cell. [CLICK] This approach gives every single memory bit its own processing element.  You can’t do too much here, because a memory cell is typically only a single bit of data, but for matches and certain specific kinds of search these do a great job, allowing millions of these tiny processors to gang up on a problem and solve it faster than can be done with a more conventional processor architecture.

This is blazing fast for a narrow class of AI algorithms.

GSI’s SRAM-based Gemini can find an exact match or a close match using a Cosine similarity.  Macronix’ 3D NAND-based FortiX can find an exact match or a close match using the Hamming Distance.  [CLICK] There’s a block diagram of the Gemini on the left, and a side view of FortiX’ 3D NAND structure on the right.  [CLICK]

These charts are based on simulations run by GSI.  In brief, GSI believes that the Gemini APU can provide ten times the performance of an Intel Xeon Gold processor, while consuming half the power, a power consumption similar to the server’s power when idle.  [CLICK]
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Processing Within the Memory Bit Cell

Presenter Notes
Presentation Notes
But there’s an architecture that even more intimately combines a processor with memory, and this one adds processing within the memory cell. [CLICK] This approach gives every single memory bit its own processing element.  You can’t do too much here, because a memory cell is typically only a single bit of data, but for matches and certain specific kinds of search these do a great job, allowing millions of these tiny processors to gang up on a problem and solve it faster than can be done with a more conventional processor architecture.

This is blazing fast for a narrow class of AI algorithms.

GSI’s SRAM-based Gemini can find an exact match or a close match using a Cosine similarity.  Macronix’ 3D NAND-based FortiX can find an exact match or a close match using the Hamming Distance.  [CLICK] There’s a block diagram of the Gemini on the left, and a side view of FortiX’ 3D NAND structure on the right.  [CLICK]

These charts are based on simulations run by GSI.  In brief, GSI believes that the Gemini APU can provide ten times the performance of an Intel Xeon Gold processor, while consuming half the power, a power consumption similar to the server’s power when idle.  [CLICK]
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Processing Within the Memory Bit Cell
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Presenter Notes
Presentation Notes
But there’s an architecture that even more intimately combines a processor with memory, and this one adds processing within the memory cell. [CLICK] This approach gives every single memory bit its own processing element.  You can’t do too much here, because a memory cell is typically only a single bit of data, but for matches and certain specific kinds of search these do a great job, allowing millions of these tiny processors to gang up on a problem and solve it faster than can be done with a more conventional processor architecture.

This is blazing fast for a narrow class of AI algorithms.

GSI’s SRAM-based Gemini can find an exact match or a close match using a Cosine similarity.  Macronix’ 3D NAND-based FortiX can find an exact match or a close match using the Hamming Distance.  [CLICK] There’s a block diagram of the Gemini on the left, and a side view of FortiX’ 3D NAND structure on the right.  [CLICK]

These charts are based on simulations run by GSI.  In brief, GSI believes that the Gemini APU can provide ten times the performance of an Intel Xeon Gold processor, while consuming half the power, a power consumption similar to the server’s power when idle.  [CLICK]
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Neural Networks: Anything But New!

 Intel’s 80170NX ETANN
 Electrically-Trainable Analog Neural Network

 Introduced in 1989
Not a commercial success

Presenter Notes
Presentation Notes
There have been a few waves of interest in AI.  During a previous such wave Intel introduced their flash-based Electrically-Trainable Analog Neural Network, or ETANN.  It was a complex AI chip, but it didn’t gain wide acceptance.
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Neural Networks Fit Emerging Memories
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Neural Networks Fit Emerging Memories
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64Kb Array = 256 sums
of 256 Multiplies EACH!

All in a single cycle.
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PIM Challenges

Lack of software support
 Few tools
 Few applications programs

Lack of existing talent

It’s a game of catch-up
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AI Without Limits

 Today: GPUs in the data center
 Tomorrow: Neural nets at the edge
 Later: AI manages parts of the AI system, like networks?
 AI already manages some SSD internals

Some CMOS Image Sensors already include an AI chip
 Used for image recognition

AI-generated code in use today
AI could configure datacenters
 AI’s great at evaluating numerous options
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Where does AI fit in Tomorrow’s World?

Data
Center

Communications
Channel

Edge
Server

Endpoint

AI AI AI AI AI

AI

AI eases bandwidth requirements

Presenter Notes
Presentation Notes
We’re covering the biggest topic last because AI will take advantage of all of the changes we have already presented.  AI will use emerging memories, CXL, PIM, and chiplets to become deeply integrated into computing at all levels.  [CLICK]

Here we have a typical chain of communications between a data center and an end user.  There may not be a satellite involved in the communication link, but there will certainly be various forms of wireless communications.  [CLICK]

Between each of these is a communications channel.  That channel provides a certain amount of bandwidth, but it never seems to be enough.  There’s a saying: “The bandwidth you need is inversely proportional to the intelligence at either end of the network.”  There are many ways to increase intelligence, and an important one is to use AI.  [CLICK] AI can help by processing information at any and every level of the channel by filtering data, selecting communications channels, and so forth.  [CLICK] AI reduces the bandwidth needed to convey information through any of these links.

AI will be embodied in different ways at different levels.  In the data center complex AI processors will use chiplets to enhance performance.  These same processors will benefit from CXL attached DRAM.  The communications channel is likely to use small amounts of AI to manage communications for security and reliability.  Edge servers will also use CXL, and perhaps chiplet-based processors to aggregate and prefilter information between the data center and the endpoints, and endpoints are likely to make considerable use of PIM chips, based on emerging memories, to reduce communications bandwidth without consuming much battery power.

AI will use all of the technologies we have discussed so far.  [CLICK]
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What AI Brings to the Party

Faster response times
Reduced bandwidth requirements
Higher data integrity
Improved security
Better user experience

Protocol standards will be required

Presenter Notes
Presentation Notes
But AI doesn’t simply ease bandwidth requirements.  It also shortens response times, improves data integrity by managing communications better, improves security, and provides an overall better user experience.  [CLICK]
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Summary

Hardware changes: CPUs, GPUs, fabrics, & edge processing
Software changes: Disaggregated Memory & Fabric Support, 

Persistence, AI
Otherware changes: Edge processors & ML, AI, network advances
CXL: On its way, but how quickly?
Persistence: Coming to a cache near you!
Diverse processor types: More skill sets required
PIM at the edge: Condenses communications
Ubiquitous AI: Small doses to reduce bandwidth & delays
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QUESTIONS?
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