
1 | ©2024 SNIA. All Rights Reserved. 

September 16-18, 2024
Santa Clara, CA

Distributed-NVMe
a high performance distributed block storage system

Peng Yu



2 | ©2024 SNIA. All Rights Reserved. 

Introduction

A distributed block storage system.
Standard NVMe-oF interface.
High performance, more than 200M IOPS for a single block device
NVMe multipath for HA.
Using raid internally for data redundancy.
A large granularity thin provision, typically 1G – 100G.
Open source
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Architecture



4 | ©2024 SNIA. All Rights Reserved. 

Single host
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Host and target
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Controller node and disk node
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Multiple controller nodes and disk nodes
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Active and standby controller
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Dispatcher layer
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Compact mode
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Compact mode with standby controller
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Leg
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Host and virtual block device
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Control plane and data plane

Presenter Notes
Presentation Notes
API Server: accept api, e.g. create volume, create snapshot, export to a host.
The API servers just store the desired state to etcd
Worker: Listen the etcd notification, syncup the etcd data to the Controller Node and Disk Node
Each controller node and disk node has an agent to accept the configuration from workers, and report status to workers.
All API servers, workers and agents are stateless, all states are stored in etcd.
Using STM (Software Transactional Memory) to control concurrency.
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Operations
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Snapshot
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Extend
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Failover
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Clone
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Move data
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Performance

Presenter Notes
Presentation Notes
Environment:
AWS EC2
64 disk nodes, 8 x i3en.24xlarge (8 NVMe SSD on each i3en.24xlarge)
8 controller nodes, 8 x c5n.18xlarge
1 host, 1 x c5n.18xlarge



22 | ©2024 SNIA. All Rights Reserved. 

Future plan

 Finish the functions in this presentation
 Implement CSI driver for k8s
 Implement CDC (Centralized Discovery Controller)
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Please take a moment to rate this session. 
Your feedback is important to us. 
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