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Overview

* File System Performance Challenges

= All-flash File Systems
= HPC Datasets

= Enabling A Flexible Design — Accelerated Box of Flash (ABOF)

= H\W overview
= SW overview

= Performance Review

= QOutlook
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Traditional HPC Storage
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Redesign Opportunity Thanks to NVMe
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All Flash File Systems

= Require high performing storage server endpoints
» Otherwise — disaggregated isn’t as important cost wise

= Current generation server memory bandwidth limitations observed
relatively quickly

= With a budget, buying BW often doesn’t result in high capacity
= Compression is important
= Compressing simulation data is hard!
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HPC Storage Pipeline
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File System Services Limitation

Throughput (MB/s)
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Computational Storage Can Help!

CPU CPU
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DPU
-_— S’
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ABOF - Hardware Overview
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ZFS Interface for Accelerators (Z.1.A)
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Data Processing Unit Services Module (DPU-SVC)
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Data Processing Unit Services Module (DPU-SVC)

User Application

Linux VFS

> DPU-SVC

Software FSM Null FSM

CSS Standards
Much more detail about Z.1.A. and Provider Provider Providers
DPU-SVC will be presented by Jason (eXt,irgji,:(;mel (eXt;TZL:Smel (Kernel module)
Lee on Thursday, 8:15 AM in the DPU |
track — talk titled: NVMe
“Hardware Accelerated ZFS using Accelerator

Computational Storage”
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Data Movement — Zoff Alloc Buffer
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Data Movement — Zoff Compress/Zoff EC
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Data Movement — Zoff Issue 1/O
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Theory of Operations
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Performance Analysis

Throughput Improvements with ABOF
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Follow-on Work

= Exploring “data-aware” offloads to enhance analytic capabilities without
requirement large amounts of data movement

= Continuing performance analysis and improvements
» Hardware upgrade

= Determining optimal location of offloads
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Please take a moment to rate this session.

Your feedback is important to us.
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