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SNIA Legal Notice

• The material contained in this presentation is copyrighted by the SNIA unless otherwise noted.  

• Member companies and individual members may use this material in presentations and 
literature under the following conditions:
• Any slide or slides used must be reproduced in their entirety without modification

• The SNIA must be acknowledged as the source of any material used in the body of any document containing material 
from these presentations.

• This presentation is a project of the SNIA.

• Neither the author nor the presenter is an attorney and nothing in this presentation is intended 
to be, or should be construed as legal advice or an opinion of counsel. If you need legal 
advice or a legal opinion please contact your attorney.

• The information presented herein represents the author's personal opinion and current 
understanding of the relevant issues involved. The author, the presenter, and the SNIA do not 
assume any responsibility or liability for damages arising out of any reliance on or use of this 
information.

NO WARRANTIES, EXPRESS OR IMPLIED. USE AT YOUR OWN RISK.
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SNIA-At-A-Glance
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Kubernetes in the Cloud Series

• Kubernetes in the Cloud (Part 1)
• What is Kubernetes? Why would you want to use it?

• How does Kubernetes help in a multi-cloud/private cloud environment?

• How does Kubernetes orchestrate & manage storage? Can Kubernetes use Docker? 

• How do we provide persistence and data protection?

• On demand at: http://bit.ly/KubeCloud1

• Kubernetes in the Cloud (Part 2)
• Persistent storage and how to specify it

• Ensuring application portability between Private and Public Clouds

• Building a self-service infrastructure (Helm, Operators)

• Selecting Block, File, Object (Traditional Storage, SDS)

• On demand at: http://bit.ly/Kube2

http://bit.ly/KubeCloud1
http://bit.ly/Kube2
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Agenda

• Kubernetes is a Platform for mostly stateless work

• Why stateful work is challenging

• The lifecycle is more complicated

• Container's learning curve + tools

• Security is paramount

• 5 Ways to run Stateful work on Kubernetes

• Questions

• Links & Resources
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Complexity!
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Custom Resource Definition
A native Kubernetes object, that gives you the power to 
customize the behavior of Kubernetes.
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We're on v1.15
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Summary

Storage

• We have not used the word "Storage" much

• A lot of our techniques are based on ideas from parts 1 & 2

• Data must be stored somewhere

• Persistent Volumes (PV), PVCs, and other concepts are hidden 

here, but they are an important part of everything covered today
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Summary

Security is paramount

• There are a lot of wonderful online resource

• Read best practices on Kubernetes.io docs

• Use HashiCorp Vault or your cloud's KMS for secret

• Learn about Kubernetes and Security from:
• KataCoda in-browser tutorials

• The past SNIA webcasts in this series

• Buy or exchange your info for the Kubernetes Security book
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Summary

Five ways to run Stateful workloads on Kubernetes

1. on VM (easier)

2. on k8s via StatefulSet (harder)

3. on k8s via Operator (harder)

4. via Cloud Managed Service (easier)

5. via Service Broker (harder)
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Resources & Links, Part 1

1. https://twitter.com/kubernetesio/status/840257886202683392

2. https://www.youtube.com/watch?v=4x1r3Osu1Kg

3. https://twitter.com/kelseyhightower/status/963413508300812295?lang=en

4. https://kubernetes.io/docs/concepts/configuration/secret/

5. https://github.com/godaddy/kubernetes-external-secrets

6. https://learn.hashicorp.com/vault

7. https://www.katacoda.com/courses/kubernetes https://kubernetes-security.info/

8. https://info.aquasec.com/kubernetes-security https://cloud.google.com/blog/products/gcp/kubernetes-

best-practices-mapping-external-services

9. https://cloud.google.com/blog/products/gcp/kubernetes-best-practices-mapping-external-services

10.https://kubernetes.io/docs/tasks/run-application/run-single-instance-stateful-application/

11.https://kubernetes.io/docs/tutorials/stateful-application/mysql-wordpress-persistent-volume/

12.https://cloud.google.com/blog/products/databases/to-run-or-not-to-run-a-database-on-kubernetes-

what-to-consider
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Resources & Links, Part 2

1. https://coreos.com/blog/introducing-operators.html

2. https://kubernetes.io/docs/concepts/extend-kubernetes/api-extension/custom-resources/

3. https://coreos.com/blog/introducing-operators.html

4. https://kubernetes.io/docs/concepts/extend-kubernetes/api-extension/custom-resources/

5. https://github.com/etcd-io/etcd/blob/master/Procfile.v2

6. https://docs.couchbase.com/server/6.0/backup-restore/enterprise-backup-restore.html

7. https://operatorhub.io

8. https://github.com/operator-framework

9. https://kubernetes.io/docs/concepts/extend-kubernetes/api-extension/custom-resources/#should-i-

use-a-configmap-or-a-custom-resource

10.https://aws.amazon.com/blogs/opensource/aws-service-operator-kubernetes-available/

11.https://github.com/awslabs/aws-service-operator

12.https://cloud.google.com/config-connector/docs/overview

13.https://github.com/kubernetes-sigs/service-catalog

14.https://twitter.com/kelseyhightower/status/822488055709712384?lang=en

Find all these links in our blog at: http://bit.ly/KubeLinks
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After This Webcast

• Please rate this webcast and provide us with feedback

• This webcast and a PDF of the slides will be posted to 

the SNIA Cloud Storage Technologies Initiative website 

and available on-demand at 

https://www.snia.org/forum/csti/knowledge/webcasts

• A full Q&A from this webcast will be posted to the SNIA 

Cloud blog: www.sniacloud.com/

• Follow us on Twitter @SNIACloud
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Demo

Questions
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Thank You
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