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SNIA Legal Notice

The material contained in this presentation is copyrighted by the SNIA unless otherwise noted.

Member companies and individual members may use this material in presentations and literature
under the following conditions:

Any slide or slides used must be reproduced in their entirety without modification

The SNIA must be acknowledged as the source of any material used in the body of any
document containing material from these presentations.

This presentation is a project of the SNIA.

Neither the author nor the presenter is an attorney and nothing in this presentation is intended to
be, or should be construed as legal advice or an opinion of counsel. If you need legal advice or a
legal opinion please contact your attorney.

The information presented herein represents the author's personal opinion and current
understanding of the relevant issues involved. The author, the presenter, and the SNIA do not

assume any responsibility or liability for damages arising out of any reliance on or use of this
information.

NO WARRANTIES, EXPRESS OR IMPLIED. USE AT YOUR OWN RISK.
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SNIA-At-A-Glance

© & O

185 2,000 50,000

industry leading active contributing IT end users & storage
organizations members pros worldwide
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What

e
Do

5
7

Educate vendors and users on cloud

storage, data services and orchestration

Support & promote

business models and architectures:
OpenStack, Software Defined Storage,
Kubernetes, Object Storage

U n d e rSta n d Hyperscaler requirements

Incorporate them into standards and programs

Collaborate with other

industry associations
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Agenda

1. A bank goes down on a Friday
An example of failure while running just one big cluster

2. A few good men-ants ten -ants
Multi-tenancy and other reasons why multi-cluster is unavoidable

3. A 7-unit multi-tenant investment property

Emerging solutions for multi-cluster, and anticipating the problems muilti-
cluster brings

)
6 | ©2020 Storage Networking Association. All Rights Reserved. SNIA. | C : '( " 4 ?l (,","‘,!"‘, ok



WANE -

3 .% “
=== = =N
"A good science fiction story

should be able to predict not the

automobile, but the traffic jam."
Fredenk Pohl
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A bank goes down
on a Friday

“Don't go spending it all on... | don't know. Caroline, what
do these people buy? Tattered hats? Beard dirt?”

»
. _ ! SNIA | CLOUD STORAGE
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Monzo’s 2018 KubeCon Keynote

Just a minor conflict
between etcd and Java

2
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KubeCon CloudNativeCon
Europe 2018
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v RESOLVED: Current account payments may fail - Major Outage (27/10/2017)

W Help

« 15:13: All linkerd pods are restarted, but services that process thousands of requests per second
are now receiving no traffic. At this point, customers are completely unable to refresh their feed or
balance in the Monzo app and our internal COps (*Customer Operations” :] tools stop working.
The issue has now escalated to a full platform outage, and no services are able to serve
requests. As you can probably imagine, practically all of our automated alerts started triggering.

a8

« 15:27: We notice that linkerd is logging NullPointerException &9 whenitis attempting to
parse the service discovery response from the Kubernetes apiserver. We discover that this is
an incompalibility 422 between the versions of Kubemetes and linkerd that we're running, and
specifically is a failure to parse empty services.

Because we have been testing an updated version of linkerd in our staging environment for
several weeks which contains a fix for the incompatibility, engineers from the Platform team begin
deploying a new version of linkerd in an attempt to roll forward.,

. |
SNIA LO 5 RAGE
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A few good men-anis

ten -ants

“Apparently he's not very happy down here
in Shangri-la because he's written letters to
everyone but Santa Claus asking for a
transfer...”

J
. . . SNIA | CLOUD STORAGE
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We’'ve been doing it all wrong

Security, multi-tenancy, and most of Kubernetes
is approached incorrectly by the vast majority of us

2
o o

2
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Challenge: multi-tenancy

How multiple teams are able to work in harmony

==

2
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Hard Multi-Tenancy 1in
Kubernetes

Friday, May 18, 2018

EDIT: See my post on a design doc for a multi-tenant orchestrator instead. I
wrote this when an internal requirement was to use Kubernetes but I do not

personally think you should use Kubernetes for this use case.

Kubernetes is the new kernel. We can refer to it as a “cluster kernel” versus
the typical operating system kernel. This means a lot of great things for users
trying to deploy applications. It also leads to a lot of the same challenges we
have already faced with operating system kernels. One of which being

privilege isolation. In Kubernetes, we refer to this as multi-tenancy, or the

A
SNIA. | CLOUD STORAGE
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Challenge: security

How to manage clusters without becoming a news story

7 74 Fa
O—o—
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THENEWSTACK Ebooks Podcasts Events Newsletter

Architecture Development Operations

Kubernetes ‘Billion Laughs’
Vulnerability Is No Laughing
Matter

9 0ct 2019 8:11am, by Jack Waller

A new vulnerability has been discovered within the Kubernetes API. This flaw is
centered around the parsing of YAML manifests by the Kubernetes API server,
During this process, the API server is open to potential Denial of Service (DoS)
attacks. The issue (CVE-2019-11253 — which has yet to have any details

)
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Tesla cloud resources are hacked to run & sonrai
cryptocurrency-mining malware

Crooks find poorly secured access credentials, use them to install stealth miner.

Public Cloud
Security Guide

See How The Major Cloud
Providers Stack Up

aws A O
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Keeping clusters up to date is important
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Challenge: multi-cloud

Real companies are building on multiple infrastructure providers

2
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recode
It's not just Google — Snap has a $1billion cloud services deal with
Amazon, too
f w7

 ANEW.Vorx

Get Lost

One Great Story

Every day, delivered
right to your inbox.
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Introducing Anthos: An entirely new
platform for managing applications in
today's multi-cloud world

PN

Anthos

Urs Holrie

22 | ©2020 Storage Networking Association. All Rights Reserved.

.
SNIA

LO S A
CHNOLOGIES



L .

inlk & f

Storage Scalability in Hybrid Cloud
and Multicloud Environments

As data growth in enterprises continues to skyrocket, datacenter cloud scalability, whether on premises,
in hybrid cloud or in multicloud deployments, is key for businesses. So, what are enterprise IT
organizations supposed to do, given that 'run anything anywhere' is becoming more important than ever?

...more
Recorded Jun 11 2020 59 mins
Presented by
Robert Cone, Intel; Piyush Chaudhary, IBM; Pekon Gupta, SMART Modular

SNIA" CLOUD STORAGE
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Multi-cloud means multiple clusters
(maybe even heterogeneous clusters)

A
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Challenge: large scale

Kubernetes has limits

mnlu

2
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Quotas and limits Send feedback

| Contents

Rescurce quotas

This page explains the quotas and limits for Google Kubernetes Engine clusters, nodes, and GKE API
requests.

GKE's per-project limits are:
e Maximum of 50 clusters per zone, plus 50 regional clusters per region.
GKE's per-cluster limits are:

* Maximum of 5000 nodes per cluster.
* Maximum of 1000 nodes per node pool.
* Maximum of 1000 nodes per cluster, if you use the GKE Iingress controller [4.

e Maximum of 110 Pods per node.

R
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Security: Missteps

. -5
«  One cluster to rule them all. | =3 >
Hard isolation i1s, well, hard | '
Not getting security involved early A |
This journey is for everyone . v : ‘

IR SeAr wTH Teg
. s - - CWNTS THAT AL
Adding security “later UN 0, D G
CURRENTLY

Not easyto bolt-on - =" /8 (7 @ m

KubeCon | CloudNativeCon
Turope 207
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Even Kubernetes has limits

A
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That’s a lot of challenges.
Are there solutions?

(yes)

A
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A 7-unit multi-tenant
iInvestment property

“I'm sorry, quick question. From the time
you guys started talking, Bear Stearns
stock has fallen more than 38%.

Would you still buy more?”

-
. . . SNIA | CLOUD STORAGE
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Service meshes

The thing that connects clusters and services

2
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Architecting for Multicluster Kubernetes

Thomas Rampelberg

S LY eDrunry . ) [
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From whence dost thou multi-cluster, sirrah?
rubernetets uste are like Pringle you cant jusl have one fact, some rganization
xna nave around ! them BY nNINg Mulity 14 1 D¢ mes possibie
|
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i L Sewp Engineering

From Monolith to Multicloud
Micro-Services: Inside Snap’s
Service Mesh

By Seap Enginmering

on Wecheschsy Mych O 2000
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KubeFed

The “official” approach to multi-cluster

2
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Kubernetes Cluster Federation

Kubemetes Clusier Federation (KubeFed jor short) allows you 10 coosdinale the configurasion of muliple Xuberneles clusiers
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Verifying API type is installed on all member clusters

If the API type is not installed on one of your member clusters, you will see a repeated controller-manager log error similar
to the one reported in issue 314, At this time, you must manually verify that the API type is installed on each of your clusters as

the controller-manager log error is the only indication.

For an example API lype bars.example.com , you can verify that the API| type is installed on each of your cluslers by running:

CLUSTER_CONTEXTS="clusterl1 cluster2"
Tor ¢ in ${CLUSTER_CONTEXTS}; do

echo ----- $ic) -———-
kubectl --context=${c} api-resources --api-group=example.com

done

The output should look like the following:

----- clusterl -----

NAME SHORTNAMES APIGROUP NAMESPACED KIND
bars example,com true Bar
----- cluster2 -----

MAMKE SHARTNAMES ADTERNNID MAMECSDACEN KTuN

R
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Custom or commercial k8s

| give you money. You make the hard problems go away.

2
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Red Hat Products Solutions Learning & support Resources Red Hat & open source

Our intention is to open the codebase for Red Hat Advanced Cluster Management for
Kubernetes in chunks. Components will be released as separate projects, with priority given
to those projects that we judge to be most suitable for community contribution. Currently
there are 20 repositories available. Among the most interesting are the Application Lifecycle
projects:

® https://github.com/open-cluster-management/multicloud-operators-subscription

e https://github.com/open-cluster-management/multicloud-operators-placementrule

® https://github.com/open-cluster-management/multicloud-operators-subscription-release

e https://github.com/open-cluster-management/multicloud-operators-channel

e Demonstrations: https://github.com/open-cluster-management/demo-subscription
gitops

38 | ©2020 Storage Networking Association. All Rights Reserved. SNIA > o 9 L% - €



N e

vmware Tanzu Why Tanzu Products Services Customers Resources

Blogs ) Practitioners’ Blog

Harvest the Benefits of a Multi-
cluster Kubernetes Architecture
with VMware Tanzu Mission
Control

APRIL 30, 2020 NING GE
n architecting the Kubernetes plattorm tor your enterprise, among the tundamental questions
a f'." i
ig clusters, or many smaller ones?

A
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Problem solved?

| have some bad news, friend

2
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@ tech blog events opensource dojo careers

On Infrastructure at Scale: A Cascading Failure of Distributed
Systems

Poested by Can Woods
Jun 14, 2019

[ distributed systems ] [ kala ] [ consul ] [ Kubernetes ] [ thaos ]

At Target, we run a heterogenaous infrastructure in our datacenters (and many other places), where we have multiple
different backend hosting infrastructure for workloads. Most of this is a legacy artifact of putting infrastructure into production
for different use-cases and application development and deployment patterns. The Target Application Platform [TAP)
provides a common interface for running and managing workloads, where we can spread workloads across different hosting
infrastructura transparenlly lo applications. Wea use Ihis as a lool lo beller manage capacily, fully utilize the infrastructure we
have available, and to move applications frem one hesting provider te ancther without requiring application teams to re-

wlatfomven
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A number of questions need to be
answered

A
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e How is traffic routed across clusters?
e How do we move apps/services
between clusters?
o Stateless apps?
o Stateful apps?
e How are security policies kept
consistent?

-
. s . SNIA. | CLOUD STORAGE
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Service mechec or cloud managed load balancere?

N
e How is traffic routed across clusters?

e How do we move apps/services

between clusters?

o Stateless apps? e

o Stateful apps? Rook.io? OpenEBS?

e How are security policies kept
consistent?

Calico or Cilium, mixed with KubeFed and a lot of crying?

KubeFed? K l«w\t/’ve?_\>

-
. s . SNIA. | CLOUD STORAGE
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IT Folcy Doanloads Coronavrus

(uhornotles ie the kin fr HE . Anace 5 LAY B
Kuberneles is the king of container management. Belweaar Must-read developer content

Octoeber 2015 and October 2015—a mere taur-year timespan—the

e COBOL with thes C

share of Kubernetas job searches increased by 2,125%. 1 MNne train r‘l;, '

Kuhernetes-related jobs per million also grew by 2,141% in that tutorials

same time period, according to a tlog sost from Sceen by Indecd T’ on: Cheat sheet (iree
POF)

SEE: What is Kubernetes? (free PDF) (TechRepublic) 02 > books developers
should reac

‘Kuberneates galned dominance by bridging the gap between } '?71'7 1al haring Kits for key

development and application deployment,” said Thomas Hatch.

CTO and co-founder of SaltStack, a security operations provider.
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{ Cervice mechee or cloud xncero?
open source w

initiative”

e How is traffic routed across clusters?
e How do we move apps/services
between clusters?
CETe o Stateless apps? i 1 €Y

-

0 o Stateful apps? Rookio? OpenBS7 4
= o How are security policies kept
consistent?

{ Calico or Cilium, mixed with KubeFed and a lot of crying?

source
initiative

-
. s . SNIA. | CLOUD STORAGE
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Service mechee or cloud managed load balancere?

-~
e How is traffic routed across clusters?

e How do we move apps/services

between clusters?

o Stateless apps? e

o Stateful apps? Rook.io? OpenEBS?

e How are security policies kept
consistent?

Calico or Cilium, mixed with KubeFed and a lot of crying?

KubeFed? Knat/ve?\

-
i iati i SNIA. | CLOUD STORAGE
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Service mechec or cloud managed load balancere?

N
e How is traffic routed across clusters?

e How do we move apps/services

between clusters?

o Stateless apps? il

o Stateful apps? Rook.io? OpentBS?

e How are security policies kept
consistent?

Calico or Cilium, mixed with KubeFed and a lot of crying?

KubeFed? K. hat/ve?\
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"A good science fiction story
should be able to predict not the
automobile, but the traffic jam."

Frodenk Pohl
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What should we do?

Follow early solutions, recognize we don’t need multi-cluster
multi-tenant architectures (yet),
and frame the problem in terms of queryability.

-

2
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~ollow early solutions

KubeFed is about to go from alpha to Beta.

Everyone and their grandma seems to have a new
service mesh these days.
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Service

Mesh
Interface Specification Ecosystem Blog Stk ¥  ©

- A standard interface for service
meshes on Kubernetes.

Service Mesh Interface provides:

e A tandard interface for service moshes on Kubernetes e Floxability to support mew service mesh capabilitios over

View the Spec

time

® A basic feature set for the most commnon serwee mesh use
cases e Soace for the ecosystem 20 innovale mith secvice mesh

technology

|
.
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We don’t need multi-cluster multi-tenant (yet)

Most of us running Kubernetes are only just dipping
our toes into the container waters.

Some hyper-scale companies are at the point where
they need multi-cluster multi-tenant rigor. We should
all watch them, and see what their experiences are.

R
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Think in terms of queryability

One of the superpowers of Kubernetes is the ability
to query.

We need that same superpower for multi-cluster
management.

We also need it for storage management!

A
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name@env~:$ kubectl get storageclasses
NAME PROVISIONER
ALLOWVOLUMEEXPANSION AGE
netapp-~cvs-extreme csi.trudent.netapp.io
26h

netapp-cvs-premium (default) csi.trident.netapp.io
26h

netapp-cvs-standard csi.trident.netapp.io
26h

standard kubernetes.io/gce-pd
27h

RECLAIMPOLICY

Delete

Delete

Delete

Delete

VOLUMEBINDINGMODE

Immediate

Immediate

Immediate

Immediate
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Verifying API type is installed on all member clusters

If the API type is not installed on one of your member clusters, you will see a repeated controller-manager log error similar
lo the one reported in issue 314. Al this lime, you must manually verify that the API type is installed on each of your cluslers as
the controller-manager log erroris the only indication.

For an example APl type bars.example.com , you can verily that the API type is installed on each of your clusters by running:

CLUSTER_CONTEXTS="clusterl cluster2"
rfor ¢ in S{CLUSTER_CONTEXTS}; do

€Cchp «««-- S{c} «----

kubectl --context=8${c} api-resources --apl-group=example.com
done

The output should look like the following:

----- clusterl -----
NAME SHORTNAMES APIGROUP NAMESPACED KIND
bars example.com true Bar
----- cluster2 -----
NAMNE SHOARTNAMES ADTGRAOIID MAMESDACEN KTNN
" - - -
56 | ©2020 Storage Networking Association. All Rights Reserved. SNIA. | CLOUD STORAGE

C5TI TECHNOLOGIES



@ OCTANT g Communty Documentation

Visualize your Kubernetes
workloads

LATEST RELEASE NFORMATION DOWNLOAD OCTANT

o

Versatility

Kubemetles devsiopment tookat

-
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Run (mostly) homogenous clusters

We might want to strive for mostly homogenous
Kubernetes clusters to simplify things.

We’'ll win in the short-run, and lose in the long-run.

A
SNIA. | CLOUD STO#
C5TI
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Janglery Grillage
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The same problem for k8s infra

A
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%, ‘ 'RESOLVED: Current account payments may fail - Major Outage (27/10/2017)

el

« 15:13: All linkerd peds are restarted, but services that process thousands of requests per second
are now receiving no fraffic. At this point, customers are completely unable to refresh their feed or
balance in the Monzo app and our intemal COps (*Customer Operations" z ) 1ools stop working.
The issue has now escalated to a full platform outage, and no services are able to serve
requests. As you can probably imagine, practically all of our automated alerts started triggering.

=

« 15:27: We notice that linkerd is logging NullPointerException ¢9 when itis attempting to
parse the service discovery response from the Kuberneles apiserver. We discover that this is
an incompalibility 422 between the versions of Kubemnetes and linkerd that we're running. and
specifically is a failure to parse empty services.

Because we have been testing an updated version of linkerd in our staging environment for
several weeks which contains a fix fer the incompatibility. engineers from the Platform team begin
deploying a new version of linkerd in an attempt to roll forward.

2
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So just let anyone run anything?
No, that's pure chaos.

A
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We want clusters with good defaults,
and flexibility to deviate when truly needed

A
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We want clusters with good defaults,
and flexibility to deviate when truly needed

Note:
Deviatione are wh Yy qaeryaé:’//éy 1¢ extra /m,boktm«t./
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Recognize that data will be the hardest part

Security, scalability, tenancy... all of those
considerations multiply the challenge of managing
the data side of Kubernetes.

Some of the simple stateful solutions will work just
fine for now. Complexity will 100% be needed later.
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Cut Hulp ~ Saftears Cur Servicws v Nuves + Aanauncemunts

Ageil 22, 2019 | 1T Lfe

Moving databases between servers
with minimal downtime

By mafields

Secantly we deaded 1o roll oat neay database irfrastruciure foc many of cur backes systems. One of 11e
challengss we faced after dapieying the new infrastructure was fow 10 migrate the ceta from tha current
production databass seewar to tha nesy servor without hereirg to taks tha sestam affling while we mosaed the dota
Tre easiest way 1o mave the data wauld héve been ta 13<e the service olllire, maose the data over, ad then po ot

ciants g1 tra new sarver, Novever, 1718 CULeN: 3 & Massve incorrenenc: for custemars, and o wa 'wWented 1o
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@ Grant Shipley
@aqshipley

My kids just requested | give them an outage window
when | reboot the router going forward so they can
plan around it. What a world we live in.

71 ] ©2020 Storage Networking Association. All Rights Reserved. SNIA ' "



NI

3 AAzu re

Google Cloud Q VELERO

Simple tools, good for starters

* amazon
> MINIO
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Rl
@ ? portworx

ROOK

Complex tools, for as you mature

/Vote:
(ook for queryaé:’//ty/ g penEBS
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In Conclusion

Everything is different, but the same...
things are more moderner than before...
bigger, and yet smaller... it's computers...
San Dimas High School football rules!!

»
. . . SNIA | CLOUD STORAGE
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DistSys is our Quantum Mechanics
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Leain the NOMOgEnZING toolS today =
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Search results

Portworx Volumes “— — Portworx Volumes - Portworx Volumes “— Portworx Storage
on Docker Practice Lab Practice Lab Practice Lab Pool Practice Lab

N 1 lab, we will got hands on with th

Sacrege Pooss

Start Scenario Start Scenano Start Scenario Start Scenario

Y PORTWORK

Portworx Shared — Portworx Portworx " Portworx
Volumes Practice Lab Replication Sets Practice Lighthouse Practice Lab Installation Docker
Lab e e e Standalone

N e lab, we will get harcds o

Start Scenario Start Scenario Start Scenario Start Scenario
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More SNIA Resources

Kubernetes in the Cloud (Part 1)
Kubernetes in the Cloud (Part 2)
Kubernetes in the Cloud (Part 3) Stateful Workloads
Stateful Kubernetes in the Cloud
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https://www.snia.org/educational-library/kubernetes-cloud-part-1-2019
https://www.snia.org/educational-library/kubernetes-cloud-part-2-2019
https://www.snia.org/educational-library/kubernetes-cloud-part-3-stateful-workloads-2019
https://www.snia.org/educational-library/stateful-kubernetes-cloud-2020

O
After This Webcast

Please rate this webcast and provide us with feedback
This webcast and a copy of the slides will be available at the SNIA
Educational Library hitps://www.snia.org/educational-library

A Q&A from this webcast will be posted to the SNIA Cloud blog:
www.sniacloud.com/

Follow us on Twitter @SNIACloud
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https://www.snia.org/educational-library
http://www.sniacloud.com/

Thank you!

2
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A Multi-tenant Multi-cluster
Kubernetes Datapocaly
is Coming

Or, how | learned to stop worrying and love Federation

—
The END. Thank youl!
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Links (Va)

- A bank has a kubernetes outage https://www.youtube.com/watch?v=0UYTNywPk-s
- Jess Frazz multi-tenancy kubernetes research https://blog.jessfraz.com/post/hard-multi-tenancy-in-kubernetes/
- Multi-cloud environments SNIA webinar https://www.brighttalk.com/webcast/663/407296

- Kubernetes vulnerabilities like the thousand laughs attack https://thenewstack.io/kubernetes-billion-laughs-vulnerability-is-no-laughing-
matter/

- Tesla has their kubernetes clusters hacked https://arstechnica.com/information-technology/2018/02/tesla-cloud-resources-are-hacked-
to-run-cryptocurrency-mining-malware/

- Snapchat is one example of multi-cloud https://www.vox.com/2017/2/9/14555202/snap-amazon-google-cloud-services-deal

- Cloud providers like Google (Anthos) also do multi-cloud https://cloud.google.com/blog/topics/hybrid-cloud/new-platform-for-
managing-applications-in-todays-multi-cloud-world

- There are limits to kubernetes, such as cloud quotas https://cloud.google.com/kubernetes-engine/quotas

- Real world architects suggest 500 nodes is a good limit per cluster https://www.youtube.com/watch?v=Rb0JMVVZ1N8
- Service meshes are one way to do multi-cluster https://linkerd.io/2020/02/17/architecting-for-multicluster-kubernetes/

- Snapchat built their own service mesh https://eng.snap.com/monolith-to-multicloud-microservices-snap-service-mesh/

- Kubefed is another option, but it's alpha https://github.com/kubernetes-sigs/kubefed
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Links (4/4)

- The UI/UX of multicluster is still being figured out https://github.com/kubernetes-sigs/kubefed/blob/master/docs/userguide.md

- Commercial kubernetes like Red Hat or VMware do multi-cloud, too https://www.redhat.com/en/blog/open-sourcing-red-hat-advanced-
cluster-management-kubernetes?source=bloglisting

and https://tanzu.vmware.com/content/blog/harvest-the-benefits-of-a-multi-cluster-kubernetes-architecture-with-vmware-tanzu-mission-
control

- Even multiple clusters can fail, such as what happened to Target https://tech.target.com/2019/01/14/cascading-failure-of-distributed-
systems.html

- Kubernetes is an in demand job skill https://www.techrepublic.com/article/why-kubernetes-job-searches-grew-by-more-than-2000-in-4-
years/

and https://www.beseen.com/blog/talent/kubernetes-career-trends/
and https://containerjournal.com/features/indeed-report-finds-kubernetes-job-market-hot/
- Service mesh interface is worth following https://smi-spec.io/

- Project Octant is leading on visualizing multiple resources https://octant.dev/
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Links (3/4)

- Monzo Banks retrospective on their outage as an argument for homogeneity https://community.monzo.com/t/resolved-current-account-
payments-may-fail-major-outage-27-10-2017/26296/95

and https://github.com/linkerd/linkerd/issues/1219
- The CNCF landscape is both an argument for and against heterogeneity https://landscape.cncf.io/

- Database migration with minimal downtime are always important https://it.engr.ncsu.edu/2019/04/22/moving-databases-between-
servers-with-minimal-downtime/

- Everyone is very concerned about availability these days, just try rebooting your home router
https://twitter.com/gshipley/status/1272910652282191883

- Simple storage options should be used until you feel the pain of scaling https://cloud.google.com/storage
and https://azure.microsoft.com/en-us/free/storage/

and https://aws.amazon.com/s3/

and https://velero.io/

and https://min.io/
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Links (#/4)

- Complex storage tools are the answer to scaling storage, because of queryability https://rook.io/
and https://portworx.com/

and https://cloud.netapp.com/project-astra

and https://openebs.io/

- Katacoda is great for playing with options, with a free kubernetes sandbox https://www.katacoda.com/courses/kubernetes/playground
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Abstract

At the 2018 KubeCon keynote [1], Monzo showed us the cost of running a single massive cluster. A minor conflict between
etcd and Java led to an outage during one of their busiest business days. The lesson most took from this was to start
considering blast radius. Or, “Could one of our clusters go down, and our business would keep functioning?”

Dealing with blast radius means thinking in terms of multiple clusters. This multi-cluster ideal was further reinforced when

Jessie Frazelle presented her research to the multitenancy working group. Her findings [2]? For ideal security and isolation,
Kubernetes ought to run in a one team per cluster model.

How do we manage multiple clusters? Kubefed (federation) and multi-cluster service meshes are possible solutions, but still
in their early days. Meanwhile, major cloud hosted kubernetes providers impose limits [3] like 110 pods per node, or 1,000
nodes per cluster. The multi-cluster Kubernetes reality is rapidly moving from “best practice” to “must have”.

In this talk we’ll dive into more detail around the history of multi-cluster Kubernetes, and explore how multi-cluster setups

could affect data heavy workloads (such as multiple microservices backed by independent data stores). Let’s get prepared
for the coming datapocalypse.
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