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SNIA Legal Notice

▪ The material contained in this presentation is copyrighted by the SNIA unless otherwise noted.  
▪ Member companies and individual members may use this material in presentations and literature 

under the following conditions:
▪ Any slide or slides used must be reproduced in their entirety without modification
▪ The SNIA must be acknowledged as the source of any material used in the body of any 

document containing material from these presentations.
▪ This presentation is a project of the SNIA.
▪ Neither the author nor the presenter is an attorney and nothing in this presentation is intended to 

be, or should be construed as legal advice or an opinion of counsel. If you need legal advice or a 
legal opinion please contact your attorney.

▪ The information presented herein represents the author's personal opinion and current 
understanding of the relevant issues involved. The author, the presenter, and the SNIA do not 
assume any responsibility or liability for damages arising out of any reliance on or use of this 
information.

NO WARRANTIES, EXPRESS OR IMPLIED. USE AT YOUR OWN RISK.
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SNIA-At-A-Glance
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Agenda
1. A bank goes down on a Friday

An example of failure while running just one big cluster

2. A few good men-ants ten  -ants
Multi-tenancy and other reasons why multi-cluster is unavoidable

3. A 7-unit multi-tenant investment property
Emerging solutions for multi-cluster, and anticipating the problems multi-
cluster brings
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A bank goes down 
on a Friday
“Don't go spending it all on... I don't know.   Caroline, what 
do these people buy? Tattered hats? Beard dirt?”
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Click to edit Master title style

Monzo’s 2018 KubeCon Keynote
Just a minor conflict 

between etcd and Java
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A few good men-ants
ten  -ants

“Apparently he's not very happy down here 
in Shangri-la because he's written letters to 
everyone but Santa Claus asking for a 
transfer…”
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We’ve been doing it all wrong
Security, multi-tenancy, and most of Kubernetes 

is approached incorrectly by the vast majority of us
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Challenge: multi-tenancy
How multiple teams are able to work in harmony
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Challenge: security
How to manage clusters without becoming a news story
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Keeping clusters up to date is important



20 | ©2020 Storage Networking Association. All Rights Reserved.

Click to edit Master title style

Challenge: multi-cloud
Real companies are building on multiple infrastructure providers
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Multi-cloud means multiple clusters
(maybe even heterogeneous clusters)



25 | ©2020 Storage Networking Association. All Rights Reserved.

Click to edit Master title style

Challenge: large scale
Kubernetes has limits
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Even Kubernetes has limits
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That’s a lot of challenges.
Are there solutions?

(yes)
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A 7-unit multi-tenant 
investment property
“I'm sorry, quick question. From the time 
you guys started talking, Bear Stearns 
stock has fallen more than 38%. 
Would you still buy more?”
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Service meshes
The thing that connects clusters and services
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KubeFed
The “official” approach to multi-cluster
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Custom or commercial k8s
I give you money. You make the hard problems go away.
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Problem solved?
I have some bad news, friend
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A number of questions need to be 
answered
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● How is traffic routed across clusters?
● How do we move apps/services 

between clusters?
○ Stateless apps?
○ Stateful apps?

● How are security policies kept 
consistent?
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● How is traffic routed across clusters?
● How do we move apps/services 

between clusters?
○ Stateless apps?
○ Stateful apps?

● How are security policies kept 
consistent?

Service meshes or cloud managed load balancers?

Project Velero? Portworx?
Project Astra?  Minio?
Rook.io? OpenEBS?

KubeFed? Knative?

Calico or Cilium, mixed with KubeFed and a lot of crying?
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What should we do?
Follow early solutions, recognize we don’t need multi-cluster 

multi-tenant architectures (yet), 
and frame the problem in terms of queryability.
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Follow early solutions

KubeFed is about to go from alpha to Beta.

Everyone and their grandma seems to have a new 
service mesh these days.
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We don’t need multi-cluster multi-tenant (yet)

Most of us running Kubernetes are only just dipping 
our toes into the container waters.

Some hyper-scale companies are at the point where 
they need multi-cluster multi-tenant rigor. We should 
all watch them, and see what their experiences are.
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Think in terms of queryability

One of the superpowers of Kubernetes is the ability 
to query.

We need that same superpower for multi-cluster 
management.

We also need it for storage management!
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Run (mostly) homogenous clusters

We might want to strive for mostly homogenous 
Kubernetes clusters to simplify things. 

We’ll win in the short-run, and lose in the long-run.
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Janglery

v14
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Janglery
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The same problem for k8s infra
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So just let anyone run anything?
No, that’s pure chaos.
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We want clusters with good defaults,
and flexibility to deviate when truly needed
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Note:
Deviations are why queryability is extra important!

We want clusters with good defaults,
and flexibility to deviate when truly needed
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Recognize that data will be the hardest part

Security, scalability, tenancy… all of those 
considerations multiply the challenge of managing 
the data side of Kubernetes.

Some of the simple stateful solutions will work just 
fine for now. Complexity will 100% be needed later.
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Simple tools, good for starters
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Complex tools, for as you mature

Note:
Look for queryability!



74 | ©2020 Storage Networking Association. All Rights Reserved.

In Conclusion
Everything is different, but the same... 
things are more moderner than before... 
bigger, and yet smaller... it's computers... 
San Dimas High School football rules!!
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DistSys is our Quantum Mechanics
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Learn the homogenizing tools today
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More SNIA Resources

▪ Kubernetes in the Cloud (Part 1)
▪ Kubernetes in the Cloud (Part 2)
▪ Kubernetes in the Cloud (Part 3) Stateful Workloads
▪ Stateful Kubernetes in the Cloud

https://www.snia.org/educational-library/kubernetes-cloud-part-1-2019
https://www.snia.org/educational-library/kubernetes-cloud-part-2-2019
https://www.snia.org/educational-library/kubernetes-cloud-part-3-stateful-workloads-2019
https://www.snia.org/educational-library/stateful-kubernetes-cloud-2020
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After This Webcast

▪ Please rate this webcast and provide us with feedback
▪ This webcast and a copy of the slides will be available at the SNIA 

Educational Library https://www.snia.org/educational-library
▪ A Q&A from this webcast will be posted to the SNIA Cloud blog: 

www.sniacloud.com/
▪ Follow us on Twitter @SNIACloud

https://www.snia.org/educational-library
http://www.sniacloud.com/
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Thank you!
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A Multi-tenant Multi-cluster 
Kubernetes Datapocalypse 
is Coming
Or, how I learned to stop worrying and love Federation

The END. Thank you!
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Links (¼)
- A bank has a kubernetes outage https://www.youtube.com/watch?v=OUYTNywPk-s

- Jess Frazz multi-tenancy kubernetes research https://blog.jessfraz.com/post/hard-multi-tenancy-in-kubernetes/

- Multi-cloud environments SNIA webinar https://www.brighttalk.com/webcast/663/407296

- Kubernetes vulnerabilities like the thousand laughs attack https://thenewstack.io/kubernetes-billion-laughs-vulnerability-is-no-laughing-
matter/

- Tesla has their kubernetes clusters hacked https://arstechnica.com/information-technology/2018/02/tesla-cloud-resources-are-hacked-
to-run-cryptocurrency-mining-malware/

- Snapchat is one example of multi-cloud https://www.vox.com/2017/2/9/14555202/snap-amazon-google-cloud-services-deal

- Cloud providers like Google (Anthos) also do multi-cloud https://cloud.google.com/blog/topics/hybrid-cloud/new-platform-for-
managing-applications-in-todays-multi-cloud-world

- There are limits to kubernetes, such as cloud quotas https://cloud.google.com/kubernetes-engine/quotas

- Real world architects suggest 500 nodes is a good limit per cluster https://www.youtube.com/watch?v=Rb0JMVVZ1N8

- Service meshes are one way to do multi-cluster https://linkerd.io/2020/02/17/architecting-for-multicluster-kubernetes/

- Snapchat built their own service mesh https://eng.snap.com/monolith-to-multicloud-microservices-snap-service-mesh/

- Kubefed is another option, but it's alpha https://github.com/kubernetes-sigs/kubefed
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Links (2/4)
- The UI/UX of multicluster is still being figured out https://github.com/kubernetes-sigs/kubefed/blob/master/docs/userguide.md

- Commercial kubernetes like Red Hat or VMware do multi-cloud, too https://www.redhat.com/en/blog/open-sourcing-red-hat-advanced-
cluster-management-kubernetes?source=bloglisting

and https://tanzu.vmware.com/content/blog/harvest-the-benefits-of-a-multi-cluster-kubernetes-architecture-with-vmware-tanzu-mission-
control

- Even multiple clusters can fail, such as what happened to Target https://tech.target.com/2019/01/14/cascading-failure-of-distributed-
systems.html

- Kubernetes is an in demand job skill https://www.techrepublic.com/article/why-kubernetes-job-searches-grew-by-more-than-2000-in-4-
years/

and https://www.beseen.com/blog/talent/kubernetes-career-trends/

and https://containerjournal.com/features/indeed-report-finds-kubernetes-job-market-hot/

- Service mesh interface is worth following https://smi-spec.io/

- Project Octant is leading on visualizing multiple resources https://octant.dev/
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Links (3/4)
- Monzo Banks retrospective on their outage as an argument for homogeneity https://community.monzo.com/t/resolved-current-account-
payments-may-fail-major-outage-27-10-2017/26296/95

and https://github.com/linkerd/linkerd/issues/1219

- The CNCF landscape is both an argument for and against heterogeneity https://landscape.cncf.io/

- Database migration with minimal downtime are always important https://it.engr.ncsu.edu/2019/04/22/moving-databases-between-
servers-with-minimal-downtime/

- Everyone is very concerned about availability these days, just try rebooting your home router 
https://twitter.com/gshipley/status/1272910652282191883

- Simple storage options should be used until you feel the pain of scaling https://cloud.google.com/storage

and https://azure.microsoft.com/en-us/free/storage/

and https://aws.amazon.com/s3/

and https://velero.io/

and https://min.io/



85 | ©2020 Storage Networking Association. All Rights Reserved.

Links (4/4)
- Complex storage tools are the answer to scaling storage, because of queryability https://rook.io/

and https://portworx.com/

and https://cloud.netapp.com/project-astra

and https://openebs.io/

- Katacoda is great for playing with options, with a free kubernetes sandbox https://www.katacoda.com/courses/kubernetes/playground
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Abstract
At the 2018 KubeCon keynote [1], Monzo showed us the cost of running a single massive cluster. A minor conflict between 
etcd and Java led to an outage during one of their busiest business days. The lesson most took from this was to start 
considering blast radius. Or, “Could one of our clusters go down, and our business would keep functioning?”

Dealing with blast radius means thinking in terms of multiple clusters. This multi-cluster ideal was further reinforced when 
Jessie Frazelle presented her research to the multitenancy working group. Her findings [2]? For ideal security and isolation,
Kubernetes ought to run in a one team per cluster model.

How do we manage multiple clusters? Kubefed (federation) and multi-cluster service meshes are possible solutions, but still 
in their early days. Meanwhile, major cloud hosted kubernetes providers impose limits [3] like 110 pods per node, or 1,000 
nodes per cluster. The multi-cluster Kubernetes reality is rapidly moving from “best practice” to “must have”.

In this talk we’ll dive into more detail around the history of multi-cluster Kubernetes, and explore how multi-cluster setups 
could affect data heavy workloads (such as multiple microservices backed by independent data stores). Let’s get prepared 
for the coming datapocalypse.


