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Story So Far … 

Virtualization has resulted in 

 Longer I/O path 

 Through layers of storage abstraction 

 Exponential growth in the load on the storage  

 Substantial increase in repeated data access 

 Revelation that storage cannot scale like compute, 

memory and network 
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Time for “Real Storage Virtualization” 
 
 Move frequently accessed data close to consumers 

 Send only new data to storage 

 Best use of existing storage for data services 

(persistency, backup and disaster recovery) 

 Utilize host resources for high speed I/O 
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Agenda 

 Acceleration Tier – A Glance 

 Read Acceleration 
 Static VM 

 Mobile VM 

 Write Acceleration 
 Write Through 

 Write Back 

 Tackling the increasing demands 

 Putting it All Together 

 Advanced Possibilities 
4 
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Host Side High Speed Resources 

 Serial ATA (SATA),. based Solid State Disks (SSDs) 

 Serial Attached SCSI-2 (SAS) based SSDs 

 PCIe based SSDs 

 Flash on DIMMs 

 RAM 

 10Gigabit Ethernet 

5 



2014 Storage  Developer Conference. © PernixData.  All Rights Reserved. 
 

Compute layer is now performance layer as well! 

Acceleration Tier 

High Speed 
Resource 

High Speed 
Resource 

High Speed 
Resource 
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An Example 

Accelerating Reads and Writes 

High Speed 
Resource 

High Speed 
Resource 

High Speed 
Resource 
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SAS based SSD 

 

Accelerating Reads (Static VM) 
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4K, 100% Random, 100% Read 

64K, 100% Sequential, 100% Read 
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Accelerating Reads (Static VM) 
 
 
SAS based SSD 
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8K, Bursty I/O 
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64K 100% Sequential, 98% Read 

4K, 100% Random, 100% Read 

Accelerating Reads (Static VM) 
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PCIe 2.0 based SSD 
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Accelerating Reads (Static VM) 
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PCIe 2.0 based SSD 

8K, Bursty I/O 
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 VMs move across hosts in a vSphere cluster 

 What happens to VM’s hot footprint? 

Accelerating Reads (Mobile VM) 

High Speed 
Resource 

High Speed 
Resource 

High Speed 
Resource 
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Accelerating Reads (Mobile VM) 

Can VM’s footprint be rebuilt after every migration? 
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Accelerating Reads (Mobile VM) 
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Can the footprint be migrated? 

 Proactive migration  

 Overuse of resources 

 On-demand migration 

 Migrate enough only when needed 
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Accelerating Reads (Mobile VM) 
VM’s footprint migrated on demand 
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Accelerating Reads (Mobile VM) 
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On-demand migration – 15 minutes 
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Accelerating Writes 

≈ 1400 Writes/sec  
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Accelerating Writes 
PCIe 2.0 based SSD 

 

Writes
/sec 

Write Back Write Through 
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Writes to peer hosts over Ethernet links for fault tolerance 

Fault Tolerant Write-Back 

High Speed 
Resource 

    High Speed     
Resource 

High Speed 
Resource 
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Fault Tolerant Write-Back 
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Tackling the Increasing Demands 

 Ever increasing demand for I/Os 

 Resources local to a host can satisfy host needs 

 Avoid local problems from becoming global 

 Scale-out acceleration tier 

 “Dividing and Conquering the Problem” 
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At Cluster level 

Scaling I/O Performance 

Memory Memory Memory 
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4KB random reads 
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RAM based I/O Acceleration 
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64KB sequential reads 
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RAM based I/O Acceleration 
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Putting it all in action… 
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Accelerating Enterprise Applications  
MS Exchange Server 2010 (JetStress) 
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Accelerating Enterprise Applications  
MS Exchange Server 2010 (JetStress) 

Traditional 
storage 
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Accelerating Enterprise Applications  
MS Exchange Server 2010 (JetStress) 

100% Gain 

Traditional 
storage + high 
performance 

tier 
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Real Life Scenarios 

DVDStore1 Workload on MS SQL Server 2008 Database 
 
 
 
 
 

 
http://www.pernixdata.com/resource/accelerating-virtualized-databases key=144c291ed857a627307bf3ebcf3a7c3f 

 
1 http://linux.dell.com/dvdstore/ 

Application 
Metrics 

Non-Accelerated 
Database 

Accelerated 
Database 

% Improvement 

Orders per Sec 74.6 170.5 +129% 

Order Completion 
time (ms) 

231.5 93.4 +60% 

http://www.pernixdata.com/resource/accelerating-virtualized-databases
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Advanced Possibilities 

 Flash Faster Than Flash 

 Fault Tolerant Writes 
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Flash Faster than Flash 
Can acceleration tier improve SSD characteristics? 

4K, 100% Random, 100% Read 
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At what cost? 
Fault Tolerant Writes 
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1GigE Host Interconnect 

≈ 2700 Writes/sec  

≈ 1700 Writes/sec  

8K, 100% Random, 100% Write 
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Compatible speed? No issues 

Fault Tolerant Writes  
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8K, 100% Random, 100% Write 

Writes to a peer 
on 10GigE 

≈ Writes to only 
Local Resource 
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Speed mismatch? No issues 

Fault Tolerant Writes  
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Compressed Writes  
to a peer on 1GigE 

8K, 100% Random, 100% Write 
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Summary 

 Compute layer + Intelligent software  high performant 

storage infrastructure  

 Previously impossible!! 

 Host side high speed resources  Insane I/O 

acceleration 

 Results are mind-blowing in spite of clustering 

challenges 

 Many more to come … 
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   BACKUP 
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In a 7 Month Period: 

 

 

 

 

 

8 Billion Reads didn’t reach primary storage  

318 Terabytes of storage bandwidth not used 

10 Billion Writes saw significantly low latency 
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Storage Relief 
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