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Why NVMe and NVMe over Fabrics(NVMf)

Storage Media Technology
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What Makes NVMe Faster
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NVMe Performance

3 NVMe flash outperforms SAS/SATA flash

2x-4x more bandwidth, 50-60% lower latency, Up to
5X more IOPS Random Read/Write Performance'

750 Series (PCle) vs. 730 Series (SATA)

7 NVMe is optimized for
flash and next-gen
persistent memory(PM)

Traditional SCSI
Interfaces designed for
spinning disk

NVMe bypasses B 750 Series (PCle) 400GB M 730 Series (SATA) 480GB
unneeded layers
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NVMTf is the Logical and Historical next step

a3 Sharing NVMe based
storage across
multiple servers/CPUs

Better utilization:
capacity, rack space,
power

Scalability, management, fault
Isolation

0 NVMf Standard 1.0 was completed
In early June

DS I°¥
2016 Data Storage Innovation Conference. © Insert Your Company Name. All Rights Reserved. i";
CONFEHEN E



How Does NVMf Maintain Performance

Block Device / Native Application

3 The idea is to extend

I SCsl NVMe local

T NVMe Transport
the efficiency of the _ Nvi;e;‘JSZ??;Z,ic L
local NVMe interface

over a fabric
Ethernet or IB

NVMe commands and
data structures are
transferred end to end

7 Relies on RDMA for scsl

p e rf O r m an C e NVMe Device NVMe Device -

Bypassing TCP/IP NVMe Device

TCP/IP

Ethernet

TCP/IP

iSCSI

Pre-standard
NVMe over fabric
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Why not Traditional TCP/IP Network Stack

Networked Storage
Protocol and Network

Network

Storage
Media

W 5torage M Protocol (SW) B Metwork

Access Time (mi
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What iIs RDMA

Efficient Data Movement (RDMA)

Application Application
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RDMA & NVMe: A Perfect Fit — jmpriieuees
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Early Pre-standard Demonstrations

Block Device / Native Application

NVMe Transport Layer Scsl NVMe local

3 April 2015

NVMe local NVMe Fabric NVMe over fabric NVMe Device
Initiator

NAB Las Vegas
wwebewe o ROMA

TCP/IP

Dual port TCP/IP
40/56 Gbps
wersc || nint, | scs
Ethernet T1 scs|
Switch NVMe Device NVMe Device -

NVMe Device

0 10Gb/s Reads, 8Gb/s Writes
0 2.5M Random Read 4 KB IOPs
0 Latency ~8usec over local

Server Nodes

A ~7
D s I-L.ﬁ -
2016 Data Storage Innovation Conference. © Insert Your Company Name. All Rights Reserved.

DATA STORAGE INNOVATION

CONFEHENCE




Compute/Storage Disaggregation

Rack view

Ethernet

Eth: NVMf Eth: NVMf
25,40,50,100, 25,40,50,100,
1/2 ports 1/2 ports

DDR DDR

X16 PCle X16 PCle

Storage
shelf

L
.
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Micron FMS 2015 Demonstration
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MemBlaze Demonstrations — 40GbE/RoCE

PBlaze SSD NBDx peformance
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Pre-standard Drivers Converge to V1.0

m NVMe Hardware Software / Drivers m

Mangstor Mangstor Mangstor NVMeoF RoCE or IB
PMC Sierra PMC PMC NVMeoF 40Gb RoCE
HGST HGST HGST NVMeoF 56Gb InfiniBand
Micron Micron Mellanox NBDx |100Gb RoCEl
Memblaze Memblaze Mellanox NBDx 40Gb RoCE
Samsung at FMS15  Samsung iISER / Ceph / SMB Direct 40Gb RoCE
Intel at IDF14 Intel Intel/Chelsio NVMeoF 40Gb iWARP
Stealth startups Any / Intel NVMe Startup’s NVMeoF 40Gb RoCE

Proprietary Pre-standards Drivers

Proprietary Targets

NVMe Inc. Standards Work
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NVMf Standard 1.0 Community Open
Source Driver Development

n’ EXPRESS) Mellanox Kenneth OKin

ProjectView v Intel ConSUItlng

® Groups v

Workspace » All Groups » My Groups » Working Group - Fabrics Linux Driver HGST MangStOr
Working G Fabrics Li Dri = NetApp
Oorking Group - rabprics Linux priver Apeiron Data Oracle America Inc.

Group Info Systems PMC
Group Chair: Bob Beauchamp, EMC . .
Group Email Addresses Broadcom Qloglc Corporatlon
Post message: fabrics linux driver@nvmexpress.org Corpora“on Samsung
Contact chair: fabrics linux driver-chair@nvmexpress.org :

Chelsio SK hynix Inc.

Communications, Inc

Excelero

Hewlett Packard

Enterprise

Kazan Networks
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Early Community Driver Performance

7 Topology —
Two compute nodes
1 ConnectX4 25GbE RoCE 5.2GB/sec 1.3M ~12us

One storage node
7 ConnectX4-LX 50GbE RoCE

11 4 X Intel NVMe device
(P3700/750 series)

Nodes connected through
switch

0 BS =4k, 16 jobs, |0 depth =64
4 cores @ 50% utilization
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Kernel & User Based NVMf

Throughput of 4K
Random Read
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Kernel NVMe Driver SPDK NVMf Target

0 Throughput of NVMf with polling user
driver can reach ~1.0M IOPS, with only
1 CPU cores utilized
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Intel NVMf IDF Shenzhen Demo

NVMf Initiator NVMf Target

] l'-% i (‘[‘,1,‘[‘].“{‘]1“‘ ﬂmﬂmrl—,.,

I PCle 3.0 8

40GbE with RDMA (RoCE)
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NVMe SSDs

IOPS (million 1/Os per sec) Number of cores utilized % CPU Utilization (36 core/72 HT Xeon
platiorm)
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Conclusions

3 Future Storage solutions will be able to deliver
DAS storage performance over a network if:

NVMe SSDs — new NVMe protocol eliminates
HDD legacy bottlenecks

Fast network — “Faster storage needs faster
networks!”

NVMf with RDMA — new NVMf protocol
running over RDMA is within microseconds of
DAS
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Rob Davis
robd@mellanox.com



