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Power Measurement on Big Data Systems
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Energy Metrics

Energy Calculation Based on Measurement Results

For each device or subsystem, the calculation defined for Energy metrics is:

E=[ P(tdt E=Y P%k

0 Big Data Processing
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Equation (1) , Energy E is the elapsed )
time t times power P. A Device 1
When sampling interval is small enough,
the energy calculation of equation (1) A (k)
becomes the format in equation (2). All

real measurements can be done follow it

by using power analyzers. A (k)
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Sample Power Chart
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CPU-GPU Processing Element Power Model

1. CPU power Measurement. From CPU socket on main board ---- to measure
the CPU input current and voltage at the 8-pin power plug. (Most of the
onboard CPUs are powered only by this type of connector)

2. GPU power measurement.

3. Memory and main board power estimation. we can make an approximation
on its power by measuring the power change on the main board.
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CPU-GPU PE Power Feature Determination

1. Measuring the power from each component of the PE;

2. Find out the energy consumption features
s FLOPS/ Watt

R/

«» Data Size / Watt
< Workload / Watt

to this application;

3. Estimated execution time --- the total workload FLOP to be computed

divides by the computational speed -------- the CPU-GPU processing
element can support;

4. Estimated energy consumption to complete the program --------- the
summation of products of the component powers and the execution times.



Power issues in each layer of Big Data Computing

Power Effective Factors, when original power performance is x

memory and
storage w/r

Many-Core GPU Usage Big data sources and
representations

N v
@ 2 \
Big data operations data movement
DVFS & Other LP SW and Analytics and processing
\.
p
@ Parallel computing system
solutions behavior
Hardware ~
Process Shrink 4 B

Distributed OS, databases

and environments
)
{ } p

H/W Platforms, computing,
storage and networks.

usage of

hardware
A

~
Power consumption

of each component
A

Data Center and System
Efficient Cooling

. ® * & &




Software Solutions for Saving the Energy
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Power Analysis in Big Data Computing

- [ Map | Map | Map |

HDFS -----------
DATA
| Map | Map I Map ]

| Reduce |[ Reduce |

| Reduce || Reduce |

Map Task ) Reduce Task Big Data Process
Partition
and Sort
21?:»23 = Merge
o
Map v é
$ &= components
| 1 |
'gg:ff: : : : Etotal - Z Ek
1 I | I Merge I k=1
| | I 1 1
| | | 1 : !
I I 1 | : |
| : to 1t |t | :
Data Model by Categories | i Lp i 2P 1 LGP | LP, |t5p5 i P 4P, |
t p It< p | steps |< steps | >|
o Mo
Stor:;lge Storage | E1 = Zti p. E2 = th pj
pd > i j=1

|\ /l i=1

storage

Dynamic Data Flow




Power Efficient Implementation by Algorithm Optimization
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Build up a power model
incorporates physical power
constrains of hardware;

Partition of smaller matrix-
blocks to fill the shared
memories of GPU.

Reduce the data
transmission between GPU
and main memory, will
significantly enhance the
GPU performance and power
efficiency.



Parallel GPUs

Main

sem_tseml, sem2, sem3;

Generate Matrices

Lunch multi-threads

Thread 1

Thread 2

Locate
memaory

Read matrices
segments

Locate
memaory

Read matrices
segments

sem_post(&seml);
sem_post|&semd);
1

sem_wait
[Eseml);

sem_wait
[Eseml);

pthread_join | threadl, MULL);
pthread_join [ thread2, MULL);

GPU1
Kernel 1

GPU 2
Kernel 2

i

Parallel GPU approach with
signal synchronization.

Multithread kernel control to
save the use of CPU cores.

Partition jobs and distribute
them to each GPU device;

Design synchronization
signal to synchronize each
CUDA kernel.



Remove CUDA Overhead

0 A GPU/CUDA overhead is on kernel initialization, memory copy and
kernel launch, before start real kernel computation.

0 Remove CUDA overhead by calling C function to compute small
workload on CPU.

0 Save the time and energy of CUDA kernel and GPU.

A threshold can be determined by experiment by analyzing the follows:

k k Tk k
TCPU STGPU _TGPUoverhead +TCUDAkerneI

K K
Ecru = Foru X Tepu

k k
Eceu = Poru_cpu_re X Tapu
C function will be slected when matrix size

K k
less than k where E.,, < Eg,,.



CPU Shares GPU’ s Workload
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CPU Frequency Scaling

0 CPU frequency scaling can save CPU power, without decreasing the
computation performance.

O CPU frequency should match the requirement of GPU/CUDA kernel calls.

0 CPU frequency can be scaled down without compromising with the PE’s
performance however to save the CPU’s power.

A rough estimation for the minimum CPU frequency value is :

Feru = Feygacans (Most of the cases)

I:CPU 2 |:GPUMemory (If |:CudaCaIIs 2 |:GPUMemory)



Energy Aware Load Scheduling with CUDA/MPI

o SIMD/SPMD (Single Instruction/Program Multiple Data) split up tasks to run
simultaneously

CUDA Processing Element (PE)

CUDA/MPI An important choice in data intensive HPC in various applications.
Scheduling the workload based on the PE’s power feature and computing
capabilities. 1. CPU

manages
CUDA kernels
on local GPU
devices
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Conclusion

 Introducing energy efficient software design methodologies
for big data processing, power performance metrics and
measurements

« Modeling and evaluating large scale computer architectures
with multi-core and GPU

* Global optimization for choosing the best power-efficient
alternative based on data characteristics and quantitative
performance analysis

« Validation of the energy efficiency improvements from the
new designed approach
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