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Session 1 – Terminology and Context
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Session 2 – The Slowest Component Matters Most
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SPLIT EQUALLY
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Eventually, All Data Goes To Block Storage
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Let’s Take A Drive… And Test It!
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Detour! What Does “Random” Mean?
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What Does “Sequential” Mean?

1 2 3 4 5 6EVERY KEY IS NEXT TO PREVIOUS1 2 3 4 5 6
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“Sequential Read” Example

“SEQUENTIAL READ”
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Let’s Take Two Drives… And Test Them!
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And Add More SSDs
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How Does This Tech Work?

FLASH HDD OR DISK DRIVE
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Spinning Drives And Sectors
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Flash And NAND Gates
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Garbage Collection
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Sequential Vs. Random
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Just One?
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RAID—Redundant Array Of Inexpensive Disks
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RAID-1 (Mirroring)
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RAID Partial Writes
All Single Parity RAID: RAID-3, -4, -5, and etc.
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RAID Implementation
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Erasure Coding Implementation
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Erasure Coding
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What “Really” Happens With RAID-5?
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What “Really” Happens With RAID-5?
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What “Really” Happens With RAID-5?
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What “Really” Happens With RAID-5?

169

149

0

50

100

150

200

250

300

350

HDD REMINDER INDIVIDUAL DEVICES 3+1 RAID-5 CACHING RAID 
CONTROLLER

FLASH POTENTIAL AGGREGATE 4KiB RANDOM WRITE
PERFORMANCE (AS SEEN AT CLIENT)

R/WINTRO TECH RAID FUN END

IO
PS



What “Really” Happens With RAID-5?
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What “Really” Happens With RAID-5?
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What “Really” Happens With RAID-5?
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What “Really” Happens With RAID-5?
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After This Webcast

A PDF and a PPT of the slides for this and all previous parts of this Webcast 
series will be posted to the SNIA Ethernet Storage Forum (ESF) website and 
available on-demand

PPT and PDF: http://www.snia.org/forums/esf/knowledge/webcasts
Presentation Recording: https://www.brighttalk.com/webcast/663/164323

A full Q&A from this webcast, including answers to questions we couldn't get 
to today, will be posted to the SNIA-ESF blog

http://sniaesfblog.org/

Follow us on Twitter @SNIAESF, @RogovMark, @KenCantrellJr, @DrJMetz

Next Webcast – Second Half of 2016
“Storage Performance Benchmarking: Part 4”







Appendix – Additional Reading



Appendix – More Reading
• SNIA S3 TWG Guide to SSD Performance: 

http://www.snia.org/sites/default/files/UnderstandingSSDPerformance.Jan12.web_.pdf
• SNIA S3 TWG SSD Performance Primer, 2013: http://www.snia.org/sites/default/files/SNIASSSI.SSDPerformance-

APrimer2013.pdf
• Benchmarking methods for randomly sampling from a file, and why random seeks can (usually) hurt performance: 

http://simpsonlab.github.io/2015/05/19/io-performance/
• Excellent hard drive overview: https://www.backblaze.com/hard-drive.html
• SSD Performance results: http://www.tomshardware.com/charts/ssd-charts-2014/benchmarks,129.html
• SSD Performance results: http://www.anandtech.com/show/6433/intel-ssd-dc-s3700-200gb-review/3
• Intel Performance Benchmarking for PCIe* and NVMe* Enterprise Solid-State Drives: 

http://www.intel.com/content/dam/www/public/us/en/documents/white-papers/performance-pcie-nvme-enterprise-
ssds-white-paper.pdf

• SSD M.2 Interface: http://arstechnica.com/gadgets/2015/02/understanding-m-2-the-interface-that-will-speed-up-your-
next-ssd/

• More complete SSD interface article, covering NVMe, U.2 and M.2: http://blog.ocz.com/ssd-interfaces-sata-m2-u2-
nvme/

• SSD vs HDD performance characteristics: http://www.tomshardware.com/reviews/ssd-gaming-performance,2991-
3.html



• RAID
• http://www.raid-recovery-guide.com/raid5-parity.aspx
• http://rickardnobel.se/how-raid5-works/
• http://igoro.com/archive/how-raid-6-dual-parity-calculation-works/
• RAID Perf Calculator: http://wintelguy.com/raidperf.pl
• RAID Reliability Calculator: http://wintelguy.com/raidmttdl.pl
• RAID Failure Calculator: http://raid-failure.com/raid10-50-60-failure.aspx
• RAID Survival Rate Simulation: https://linustechtips.com/main/topic/103179-lets-talk-

about-raid-survival-rates/


