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Ethernet	Storage	Forum	Members	

	
The	SNIA	Ethernet	
Storage	Forum	
(ESF)	focuses	on	
educa&ng	end-
users	about	
Ethernet-

connected	storage	
networking	
technologies.		
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 File	Protocol	SIG	drives	adop&on	and	
understanding	of	SMB	and	NFS	across	vendors	to	
cons&tuents	
– Marke&ng,	industry	adop&on,	Open	Source	updates	

 NetApp,	EMC,	Panasas	and	Sun	founders	
 White	papers	on	migra&on	from	NFSv3	to	NFSv4	
– An	Overview	of	NFSv4;	NFSv4,	NFSv4.1,	pNFS,	and	
proposed	NFSv4.2	features	

– Migra&ng	from	NFSv3	to	NFSv4	

SNIA’s	NFS	Special	Interest	Group	

4	

Learn	more	about	us	at:	www.snia.org/
forums/esf	
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BrightTalk	SNIA	Channel	NFS	Mini	Series	
 NFSv4.1,	pNFS	&	FedFS	Protocol	Development	

–  Part1	–	Four	Reasons	for	NFSv4	
§  Discusses	the	reasons	behind		the	development	of	NFSv4	and	beyond,	
and	the	need	for	a	be\er-than-NFSv3	protocol	

–  Part2	–	Advances	in	NFS	–	NFSv4.1	and	pNFS	
§  An	overview	and	some	details	on	NFSv4.1,	pNFS	(parallel	NFS),	and	FedFS	
(the	Federated	filesystem);	and	a	high	level	overview	of	proposed	
NFSv4.2	features	

–  Part3	–	Planning	for	a	Smooth	Migra&on	
§  The	key	issues	to	consider	when	migra&ng	from	NFSv3	or	implemen&ng	
new	applica&ons	with	NFSv4.1;	Unicode,	security	with	Kerberos,	
statefulness,	selec&ng	the	applica&on	and	other	aspects.	

  Slides	available	from		
–  h\p://snia.org/forums/esf/knowledge/webcasts	

Previous	SNIA	NFS	Presenta&ons	
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The	Four	Reasons	for	NFSv4.1	

6	

Func&onal	 Business	Benefit	
ACLs	for	authoriza&on	
Kerberos	for	authen&ca&on	

Compliance,	improved	access,	
storage	efficiency,	WAN	use	

Client	and	server	lease	
management	with	fail	over	

High	Availability,	Opera&ons	
simplicity,	cost	containment	

Pseudo	directory	system,	
FedFS	

Reduc&on	in	administra&on	&	
management	

Mul&ple	read,	write,	delete	
opera&ons	per	RPC	call	
Delegate	locks,	read	and	write	
procedures	to	clients	
Parallelised	I/O	

Be\er	network	u&liza&on	for	
all	NFS	clients	
Leverage	NFS	client	hardware	
for	be\er	I/O	

Security	

High	
availability	

Single	
namespace	

Performance	
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 We’ll	cover	
– Overview	of	pNFS	terminology	and	opera&on	
– How	clients	&	servers	co-operate	to	provide	
parallelism	while	suppor&ng	data	consistency	

– Some	implementa&on	considera&ons	
 This	is	a	high	level	overview	
– But	more	technical	content	for	background	
– Use	SNIA	white	papers	and	vendors	(both	client	&	
server)	to	help	you	implement	

Agenda	

7	
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You’ve	Done	NFSv4.1;	now	for	pNFS	

 NFSv4.1	(pNFS)	can	aggregate	bandwidth	
– Modern	approach;	relieves	issues	associated	with	
point-to-point	connec&ons	

8	

r  pNFS	Client	
r  Client	read/write	a	

file		
r  Server	grants	

permission	
r  File	layout	(stripe	

map)	is	given	to	the	
client	

r  Client	parallel	R/W		
directly	to	data	
servers	

r  Removes	IO	
Bo\lenecks	
r  No	single	storage	

node	is	a	bo\leneck	
r  Improves	large	file	

performance	

r  Improves	
Management	
r  Data	and	clients	are	

load	balanced	
r  Single	Namespace	 Data Servers 

pNFS 
protocol 

Control 
protocol 

Storage-access 
protocol 

Metadata  
Server 

NFSv4.1 Client (s) 
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  RFC	3530bis	–	Network	File	System	(NFS)	
Version	4	Protocol		
–  NFSv4	(updated	from	RFC	3530	based	on	
experience)	

  RFC	5661	–	Network	File	System	(NFS)	
Version	4	Minor	Version	1	Protocol	
–  Specifies	Sessions,	Directory	Delega&ons,	
and	parallel	NFS	(pNFS)	for	files	

  RFC	5663	-	Parallel	NFS	(pNFS)	Block/
Volume	Layout	
  RFC	5664	-	Object-Based	Parallel	NFS	
(pNFS)	Opera&ons	
pNFS	is	dependant	on	session	support,	
which	is	only	available	in	NFSv4.1	

Rela&onship	of	pNFS	to	NFSv4.1	

User	Applica&ons	

NFSv4.1	

Generic	pNFS	layout	

File	
layout	

OSD	
layout	

Block	
layout	

SUN	
RPC	 SCSI	

TCP	 FCP	
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  Metadata	Server;	the	MDS	
–  Maintains	informa&on	about	loca&on	and	layout	of	files,	

objects	or	block	data	on	data	servers	
–  Shown	as	a	separate	en&ty,	but	commonly	implemented	on	

one	or	across	more	than	one	data	server	as	part	of	an	array	
pNFS	protocol	

–  Extended	protocol	over	NFSv4.1	
–  Client	to	MDS	communica&on	

  Storage	access	protocol	
–  Files;	NFS	opera&ons	
–  Objects:	OSD	SCSI	objects	protocol	(OSD2)	
–  Blocks;	SCSI	blocks	(iSCSI,	FCP)	

  Control	protocol	
–  Not	standardised;	each	vendor	uses	their	own	technology	

to	do	this	
  Layout	

–  Descrip&on	of	devices	and	sector	maps	for	the	data	stored	
on	the	data	servers	

–  3	types;	files,	block	and	object	
  Callback	

–  Asynchronous	RPC	calls	used	to	control	the	behavior	of	the	
client	during	pNFS	opera&ons	

pNFS	Terminology	

Data Servers 

pNFS 
protocol 

Control 
protocol 

Storage-access 
protocol 

Metadata  
Server 

NFSv4.1 Client (s) 
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  Client	requests	layout	from	MDS	
  Layout	maps	the	file/object/
block	to	data	server	addresses	
and	loca&ons	
  Client	uses	layout	to	perform	
direct	I/O	to	the	storage	layer	
  MDS	or	data	server	can	recall	
the	layout	at	any	&me	using	
callbacks	
  Client	commits	changes	and	
releases	the	layout	when	
complete	
pNFS	is	op&onal		
–  Client	can	fall	back	to	NFSv4	

pNFS	opera&ons	
–  LAYOUTCOMMIT	Servers	

commit	the	layout	and	update	
the	meta-data	maps		

–  LAYOUTRETURN	Returns	the	
layout	or	the	new	layout,	if	the	
data	is	modified		

–  GETDEVICEINFO	Client	gets	
updated	informa&on	on	a	data	
server	in	the	storage	cluster		

–  GETDEVICELIST	Clients	requests	
the	list	of	all	data	servers	
par&cipa&ng	in	the	storage	
cluster		

–  CB_LAYOUT	Server	recalls	the	
data	layout	from	a	client	if	
conflicts	are	detected		

pNFS	Opera&ons	
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 NFSv4.1	and	pNFS	capable	server	
– Contact	your	NAS	vendor	for	availability	
– Commercial	products	available	for	all	of	files,	blocks	
and	object	types	

– Open	source	Linux	pNFS	server	in	development	
§ h\p://wiki.linux-nfs.org/wiki/index.php/
PNFS_Development	

pNFS	capable	client	
– Linux	to	date	
– See	previous	BrightTalks	

§ Part3	–	Planning	for	a	Smooth	Migra&on	

pNFS	Pre-requisites	
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Linux	Client	and	NFSv4.1		

 Upstream	(Linus)	Linux	NFSv4.1	client	support	
– Basic	client	in	Kernel	2.6.32		
– pNFS	support	(files	layout	type)	in	Kernel	2.6.39	
– Support	for	the	'objects'	and	'blocks'	layouts	was	
merged	in	Kernel	3.0	and	3.1	respec&vely		

 Full	read	and	write	support	for	all	three	layout	
types	in	the	upstream	kernel	
– Blocks,	files	and	objects	
– O_DIRECT	reads	and	writes	supported	

13	
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Linux	Client	and	NFSv4.1		

pNFS	client	support	in	distribu&ons	
–  Fedora	15	was	first	for	pNFS	files		
–  Kernel	2.6.40	(released	August	2011)	
 Red	Hat	Enterprise	Linux	(RHEL)	

–  “Technical	preview"	support	for	NFSv4.1	and	for	
the	pNFS	files	layout	type	in	version	6.2,	6.3		

–  Full	support	in	RHEL6.4,	announced	Feb	2013	
 Ubuntu,	SUSE	&	other	distribu&ons	

–  Possible	to	upgrade	to	NFSv4.1	
 No	support	in	Solaris	

–  Both	server	and	client	are	NFSv4	only	
14	
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 RHEL6.4	pNFS	mount	
– mount	-o	minorversion=1	server:/filesystem	/mnt	

 Check	
–  (output	edited)	

pNFS	Files	Mount	

/proc/self/mountstats  
 
device 172.16.92.172:/filesystem mounted on /mnt with fstype 
nfs4 statvers=1.1 
opts: …,vers=4.1, … 
nfsv4: …,sessions,pnfs=nfs_layout_nfsv41_files 
… 
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pNFS	Client	Mount	

16	

Client	and	Server	handshake	to	determine	respec&ve		
Capabili&es.		The	Cluster	replies	with	MDS	and	DS	flags	
set,	indica&ng	capability	for	both	

172.17.40.185	–	IP	address	of	the	pNFS	client	
172.17.40.171	–	IP	address	of	the	server	
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pNFS	Client	to	MDS	

17	

The	OPEN	and	SETATTR	are	sent	to	the	MDS	
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MDS	LAYOUT	to	pNFS	Client	

18	

Before	reading	or	wri&ng	data,	the	pNFS	client	
requests	the	layout	

The	map	of	data	servers	and	file	handles	is	returned	
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pNFS	Client	DEVICEINFO	from	MDS	

19	

Meta-data node provides the pNFS client with the IP  
information for the DS. In this example – 172.17.40.173 

Information is cached for life of the layout or  
until recalled (for example, when the data is moved) 
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pNFS	Client	Uses	Direct	Data	Path	

20	

Now	the	pNFS	client	is	reaching	out	to	the	
remote	volume	on	a	direct	path	using	IP	
address	172.17.40.173.	
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In	Summary:	The	Benefits	of	pNFS	

 NFSv4.1	(pNFS)	can	aggregate	bandwidth	
– Modern	approach;	relieves	issues	associated	with	
point-to-point	connec&ons	

21	

r  pNFS	Client	
r  Client	read/write	a	

file		
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r  File	layout	(stripe	

map)	is	given	to	the	
client	

r  Client	parallel	R/W		
directly	to	data	
servers	

r  Removes	IO	
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r  No	single	storage	
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r  Improves	large	file	
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r  Improves	
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Trunking	(NFSv4.1	&	pNFS)	
–  A	single	data	server	connec&on	limits	data	throughput	based	on	
protocol		

–  Trunking	“bundles”	connec&ons	into	a	single	pipe	
§  Open	mul&ple	sessions	via	different	physical	Ethernet	connec&ons	to	the	
same	file	handle/data	server	resource	

–  Expands	throughput	and	can	reduce	latency	
–  No	implementa&ons	as	yet	
  Compound	opera&ons	(NFSv4	and	above)	

–  Example:	LOOKUP,	OPEN,	READ,	CLOSE	as	a	single	RPC	call	
–  Benefits	WAN	opera&ons	
  Caching	&	delega&on	(NFSv4	and	NFSv4.1)	

–  Allows	client	and	server	to	agree	on	data	that	will	be	processed	by	
the	client	

–  Reduces	IO	and	provides	data	locality	

Other	NFS	Performance	Capabili&es	
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Summary/Call	to	Ac&on	

 Start	using	NFSv4.1	today	
–  NFSv4.2	nearing	approval	
–  pNFS	offers	performance	support	for	modern	NAS	devices	
 Planning	is	key	

–  Applica&on,	issues	&	ac&ons	to	ensure	smooth	
implementa&ons	

pNFS	
–  First	open	standard	for	parallel	I/O	across	the	network	
–  Ask	vendors	to	include	NFSv4.1	and	pNFS	support	for	client/
servers	

–  pNFS	has	wide	industry	support		
–  Commercial	implementa&ons	and	open	source	

23	
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Ques&on	&	Answer	
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To	download	this	Webcast		

a>er	the	presenta&on,	go	to	

h\p://www.snia.org/about/socialmedia/		


