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> The crjnaterial contained in this presentation is copyrighted by the SNIA unless otherwise
noted.

> Member companies and individual members may use this material in presentations and
literature under the following conditions:

Any slide or slides used must be reproduced in their entirety without modification
The SNIA must be acknowledged as the source of any material used in the body of any document containing material
from these presentations.

> This presentation is a project of the SNIA.

> Neither the author nor the presenter is an attorney and nothing in this presentation is intended
to be, or should be construed as legal advice or an opinion of counsel. If you need legal
advice or a legal opinion please contact your attorney.

> The information presented herein represents the author's personal opinion and current
understanding of the relevant issues involved. The author, the presenter, and the SNIA do not
asfsume any responsibility or liability for damages arising out of any reliance on or use of this
information.

NO WARRANTIES, EXPRESS OR IMPLIED. USE AT YOUR OWN RISK.
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The 1980s The 1990s Early 2000s Past 5 year

The primordial SMB1/°CIFS” SMB2 SMB3
ooze
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DOS,Windows, LANMan(!)
Ubiquitously abused

Slow unsafe $%\#

Will come back to this

3
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Windows Vistat / Windows Server 2008+
User-optimized

Request compounds, large reads and writes
Folder & file property caching

Durable handles

Improved message signing - HMAC SHA-256 @
Large MTU support 9 S

SMB 2.1

© 2017 Storage Networking Industry Association. All Rights Reserved. 7



i |
SMB 3 SNIA. | ETHERNET
ESF | STORAGE

Windows 8+ / Windows Server 2012+
Datacenter application-optimized

Software-defined fabric
Modern user @

@ SMB 3.0
SMB 3.02

SMB 2.02 SMB 3.1.1
SMB 2.1
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Not CIFS. Never, ever CIFS
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Performance

Encryption
Pre-auth integrity
Guest block

Transparent
failover

Scale-out File
Server
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End-to-end SMB encryption
Privacy

AES-128-GCM & AES-128-CCM

SMB Signing updated

Integrity
AES-CMAC

Requires® AES-NI CPUs
Per share or server
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Introduced in Win10, KB3000483

MitM prevention

Require Mutual Auth, Signing/Encryption
Client decides

Specify UNC paths to protect
Win10 defaults for AD DS

WASYSVOL
\WANETLOGON
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Router
Serves \\domain\netlogon\script.ps1

Request \\domain\netlogon\script.ps1

Bl

Poisoned ARP

Serves evil \
\domain\netlogon\script.ps1

\
) N

Attacker
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MitM protection

Session Setup signed
Tree Connect encrypted
No SMB capabilities downgrade possible

Replaces “Secure negotiate’ Session selup request
CannOt be dlsabled Session setup response

<

Client Server

Negotiate request

>

« Negotiate response

Session setup request

Session setup response

y <

>

Tree connect request

Update WAN accelerators >

Tree connect response
<

o= JHsighediUnencrypted =« Signed/Encrypted s
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Stop Guest usage on failed auth

Bad behavior allowed by default
Because SOHO NAS

Group Policy

“Enable Insecure Guest Logons”
key="HKLM\Software\Policies\Microsoft\Windows\LanmanWorkstation"
DWORD="AllowlnsecureGuestAuth”

If SMB1 enabled meamngless
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SMB3 security doesn’t
matter if SMBI is enabled
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HSME]

I’'m sorry Mr.
Johnson, but the
test is positive.

Please read this
pamphlet...
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Deprecated years ago
Removable since WS2012 R2/Win8. |

Disable-able since Vista/2008
Gone in WS2016 Nano

Uninstalled by default in certain upcoming releases
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Wh)’ m|ght SMBI St|” be in Use? SN|A--ul ETHERNET
ESF | STORAGE

XP & WS2003 under custom support agreement
Yeah right

Antique firmware printers
“Scan to share”

Evil NAS devices
Older Linux

© 2017 Storage Networking Industry Association. All Rights Reserved. 20
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Set-SmbServerConfiguration -AuditSmblAccess $true

{d] Event Properties - Event 3000, SMBServer

SMB1 access

Guidance:

Log Name:
Source:
Event ID:
Level:
User:
OpCode:

More Information:

Copy

Client Address: [2001:4898:9:100d:74f8:634:6f53:b1f5]

This event indicates that a client attempted to access the server using SMB1. To stop auditing
SMB1 access, use the Windows PowerShell cmdlet Set-SmbServerConfiguration.

Microsoft-Windows-SMBServer/Audit

SMBServer Logged: 3/8/2017 5:14:15 PM

3000 Task Category: None

Information Keywords:

N/A Computer: WIN-LD95DE6R2J8.Threshold.ntte:
Info

Event Log Online Help

Close

21
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KB2696547
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Question
break |
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SMB Transparent Failover

Failover transparent to
application

Zero downtime — small 10 delay during failover

Planned & unplanned failovers
Clustered

© 2017 Storage Networking Industry Association. All Rights Reserved.
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o Normal operation
Failover share - connections & handles
lost temporary stall of 10

Connections & handles auto-recovered
Application 10 continues with no errors

\\fs\share \\fs\share

File Server Cluster

PR T, BB

R
Pe PP
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Server app storage
Example: Hyper-V and SQL Server

Increase available bandwidth by adding nodes
CSV

& & & &
agugsn == - = >
Key capabilities e R = B = N
Active/Active file shares SMB3
Fault tolerance with zero downtime Storage Software

Fast failure recovery

Forced unit access/write through

© 2017 Storage Networking Industry Association. All Rights Reserved. 26
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| — [ '
Single 10GbE Multiple | GbE NICs Multiple 10GbE Multiple RDMA NICs

Bandwidth aggregation RSS-capable NIC in LBFO team
SMB Client SMB Client SMB Client SMB Client

Automatic Failover
Automatic Configuration -_

SMB detects & uses multiple paths
Requires one:

10GbE | GbE | GbE 10GbE |0GbE |0GbE/IB |0GbE/IB
10GbE | GbE | GbE |0GbE || |0GbE 10GbE/IB [ 10GbE/IB
One+ RSS-enabled NIC

LBFO
SMB Server SMB Server SMB Server SMB Server

Multiple network adapters
Teamed NICs
One+ RDMA NICs

© 2017 Storage Networking Industry Association. All Rights Reserved. 28
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High throughput
8 P NIC

Low Iatency | Gb Ethernet ~0.1 GB/sec
10Gb Ethernet ~|.1 GB/sec

Minimal C PU 40Gb Ethernet ~4.5 GB/sec
32Gb InfiniBand (QDR) ~3.8 GB/sec

Load balancin
& 56Gb InfiniBand (FDR) ~6.5 GB/sec

Automatic failover

Bandwidth aggregation ___HBA | Throughput

. 3Gb SAS x4 ~1.l1 GB/sec

Req uired hardware 6Gb SAS x4 ~2.2 GBJsec
"WARP 4Gb FC ~0.4 GB/sec
RoCE vl & V2 8Gb FC ~0.8 GB/sec
16Gb FC ~1.5 GB/sec

InfiniBand

© 2017 Storage Networking Industry Association. All Rights Reserved. 29
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Question
break 2
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Real world examples
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Hybrid All-Flash NVMe+SSD+HDD

SMB 3.1.1 over RDMA or TCP/IP

© 2017 Storage Networking Industry Association. All Rights Reserved. 32
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12 HPE Servers

24 Mellanox ConnectX-4 100GbE NICs

1 Mellanox Spectrum 100GbE switch

© 2017 Storage Networking Industry Association. All Rights Reserved. 33
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% Failover Cluster Manager

Action View Help
7]

Failover Clustes Manager
IgniteCluster.spectrum.jocs
T Roles
3 Nodes

v (A Storage

Operaionsl Satus _Used Space Aocation
1 14TB 218TB Asomatic
1% 101 T8 Atomatic
* 10378 Adomatic
1 8T8 Atomatic
Asomatic
Adomatic
Atomatic
Atomatic
Asomatic
Asomatic
Atomatic
Asomatic
Adomatic
Adsomatic

P Summary | Vinual isks | Physical Disks

Pocls: Cluster Pol 1

Operationsl Ratus
oK

nclosure S0CBACA 1CC00EAN
nclomre SOCBACA151B90F
nclosre SOCBACATIFET!

i
SNIA. | ETHERNET
ESF | STORAGE

Add Storage Po.
New Storage P
iew

4 Refresh

B Hep

Cluster Pool 1

3 Take Offiine

o [

] Show Critical E
Move

% Add Virtual Disk
New Virtual Disk
More Actions
Remove
Properties

Help

Single Storage Pool

48 Micron 9100 NVMe 2.4TB

34
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% Failover Cluster Manager

Action View Help
7]

Failover Cluster Manager

Lgm;:rm spectrum.locs | Queries v [1d v |ia

44 crteria v |
Name Statis Type irtual Mac.
mbse GNITELS  (8) Runing Vitwal Machne Medr T Creste Empt.
2. vmoase 2 ® Ruring Vieuai Machne Medum -
vmbsse Runing Viewal Machne Medun 3 Refresh
pi] Cluster Events
t e o GHTEL @ Rarig sl e
vbase GNITE Aurnng Viewal Machne Vedorm
7 vm-base-IGNITE..
Vmbsee IGNITE Vsl Machne Medr
4l Connect
© swe
@ ShutDown
Tum OFf

 vmbsse: L Vitual Machne Medun
2, vmbses ) Rurning Vinual Machne Medun
3, vmbse Runng Vitual Machne Medun
Aurnng iual Machne Mesun

Rurning Vitual M Medun

Ruming Vinual Machne Medun i Settings...

vnbase 1G Ruming Vieual Machie Medun Manage.

Replication

Move

;) vmbase IGNITET-19

Change Star.
Virtual Machine vin-base-IGNITE-19

Running
oy 65652 Show Critic.
573MB 1024 M8

10014293 oK

WIN-TJHGSCDUSOS indows Server 2016 Datacerter
2/4/2016 93540 P Operating System Version:

80

Add Storage

Add Resource

3
B More Acions
x

Remove

Unabe to detemine mantored services: Properties
< > || Summary |Resources B Hep

Roles: vm-base-IGNITE1-19

336 virtual machines

512KB random read workload

35
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per Roles (336) Actions
rum.loca 770 Eﬂ ~ Roles
|4 Add criteria v & ConfigureR..
Name Status Type Owner Node Prorty Information Vitual Mac.. »
3. vmbase-IGNITE1-19 (® Running Vitual Machine ignie 1 Medum T4 Create Empt...
& vmbase-IGNITE1-20 ® Running Vitual Machine ignte1 Medum View »
3. vmbase-IGNITE1-21 #® Running Vitual Machine ignte Medium 3 Refresh
&, vmbase-IGNITE1-18 (® Running Vitual Machine ignte1 Medium B Hep
3, vmbaseIGNITE1-15 ® Running Vitual Machine ignte1 Medum
3, vmbase IGNITE1-16 @ Running Virtual Machine ionte1 Medium w_"'w'smn“' —
3. vmbase-GNITE1-17 ® Running Virtual Machine ignte1 Medum = ki
3, vmbase IGNITE1-26 ® Running Vitual Machine ignte1 Medum O ser
3, vmbase-GNITE1-27 ® Running Vitual Machine ignte1 Medum O sove
3. vmbase-IGNITE1-28 ® Running Vitual Machine ignte1 Medum @ shutDown
3, vmbase IGNITE1-25 ® Running Virtual Machine ignke1 Medium ®) Tum Off
3, vmbase-GNITE1-22 ® Running Vitual Machine ignte1 Medum i Settings..
5 smhaca GMITEL22 /- W— Aitual Machina. iooial Madiun 2_Manage..
- Windows PowerShell

AWhHhPWhAhDAD
DOOOOOOO

160 GB/s
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per Roles (336) Actions
rum.loca 770 Eﬂ ~ Roles
|4 Add criteria v & ConfigureR..
Name Status Type Owner Node Prorty Information Vitual Mac.. »
3. vmbase-IGNITE1-19 (® Running Vitual Machine ignie 1 Medum T4 Create Empt...
& vmbase-IGNITE1-20 ® Running Vitual Machine ignte1 Medum View »
3. vmbase-IGNITE1-21 #® Running Vitual Machine ignte Medium 3 Refresh
&, vmbase-IGNITE1-18 (® Running Vitual Machine ignte1 Medium B Hep
3, vmbaseIGNITE1-15 ® Running Vitual Machine ignte1 Medum
3, vmbase IGNITE1-16 @ Running Virtual Machine ionte1 Medium w_"'w'smn“' —
3. vmbase-GNITE1-17 ® Running Virtual Machine ignte1 Medum = ki
3, vmbase IGNITE1-26 ® Running Vitual Machine ignte1 Medum O ser
3, vmbase-GNITE1-27 ® Running Vitual Machine ignte1 Medum O sove
3. vmbase-IGNITE1-28 ® Running Vitual Machine ignte1 Medum @ shutDown
3, vmbase IGNITE1-25 ® Running Virtual Machine ignke1 Medium ®) Tum Off
3, vmbase-GNITE1-22 ® Running Vitual Machine ignte1 Medum i Settings..
5 smhaca GMITEL22 /- W— Aitual Machina. iooial Madiun 2_Manage..
- Windows PowerShell

AhPwWWhAhPW
DOOOOOOO

or 1.2+ Terabit/s
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&
File Action View Help
= 7]
3 Failover Clustes Manager
IgniteCluster.spectrum.loca
7 Roles
3 Nodes % Configure R
v G4 Storage
& oisks
1 Pocls

Owner Node « y rfermation Virtual Mac
Vitual Machne onte] T Creste Empt.
88 Enclosures i # Ru Virual Machne arte

4 Networks 3
(3] Cluster Events

View
WeiMachne  ignte! 3 Retresh
WaalVochne  igntel B Hee
Vel Mschne _igntet |
~-base-IGNITE...

. i Connect..
R4 File Options  View

PR Piomi
DRY processes Peformance Users Details Services D save
Ry i
cpU ~ D ShutDown
26% 2.57GHz Intel(R) Xeon(R) CPU E5-2697 v3 @ 260GHZ  §) Tum off

Task Manager

= Settings
) Memory ”

49/256 GB (19%) | C Manage

Ethemef ) write Lat

Ethemet .622
= e — .386
Ethernet ] E 3 .038

168 Kbps R 48, = ] .497
Ethernet g : X .046

Ethernet 26%  2.57 GHz
N }

48.0Kbps R: 216 Kbps

pe : .465
Ethernet 91 3235 65126 Enabled i 458
920 Kbps R: 848 Kbpy 18M8 i} .170

2 70M8
19073 ’ Ethernet 3:20:52:59 moms . .935
ignite9 ; i i 214

Only 25% CPU
utilization
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Hyper-V Live Migration over SMB ESE | STORAGE
SMB transport for Live e Y e s
Migration
RDMA

Multichannel over multiple NICs

SMB w/RDMA
TCP/IP Compression  (no compression —
© 2017 Storage Networking Industry Association. All Rights Reserved. and no real CPBDhit)
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Applications
(local or remote)

.

Destination
Source Server

Server

Node (SR)
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Apple
EMC
NetApp
Ryussi
Tuxera
Visuality
Etc...

© 2017 Storage Networking Industry Association. All Rights Reserved. 41



_-l
SNIA. | ETHERNET
Get there ESF | STORAGE

SMBI| removal - aka.ms/stopusingsmb |

SOFS best practices - alka.ms/sofsyaynay

SMB & Windows Server - aka.ms/windowsserver
SMB team blog - aka.ms/serverstorage

Good SMB blog - aka.ms/josesmb3
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> Co-located at SNIA's Storage Developer Conference,
September 11-14, Santa Clara, CA

> Enables vendors to bring their implementations of SMB3
to test, identify, and fix bugs in a collaborative setting with
the goal of developing interoperable products

> 20+ companies and 80+ attendees are expected

> Evening Reception and Open House scheduled for
September 11th
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SNIA SMB3 PLUGFEST PARTICIPANTS

¢ cirrix EMC’ EXABL X

Go gle [BEZITAccess” ¥ Microsoft [l Netapp-

G nexenta oracLe I & rednat

Y

Snell
2T uUss| @ Advgnced  SerNet S5e

T GYIRTUAL (D) sty grems
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Final
questions

45
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> Please rate this webcast and provide us with feedback

> This webcast and a PDF of the slides will be posted to the SNIA
Ethernet Storage Forum (ESF) website and available on-demand

> www.shia.org/forums/esf/knowledge/webcasts

> A full Q&A from this webcast, including answers to questions we
couldn't get to today, will be posted to the SNIA-ESF blog:
sniaesfblog.org

> Follow us on Twitter @SNIAESF
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Thank you!
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