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Infrastructure 
provisioning  

 
Enterprise-class multi-
tenant infrastructure for  
hybrid environments  

System Center capabilities  

Application 
performance 
monitoring 

Deep insight into  
application health  

Automation  
and self-service 

 
Application-owner  
agility while IT  
retains control 

IT service 
management 

 
Flexible service delivery 

Infrastructure 
monitoring 

 
Comprehensive 
monitoring  
of physical, virtual, and  
cloud infrastructure 
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SAN Management 

SAN (SMI-S) 
Discovery array, pool, storage volume, initiators, 
targets, masking sets 
Create/delete storage pool, storage volume, snapshot, 
clone 

 

Hyper-V Server 
Discovery of FC and IQN ports 
Connect array to server (zoning, initiator logon) 

 

Virtual Machine 
Connect array to server (zoning, initiator logon) 
Unmask/mask storage volume to VM 
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Profile 
Registration 

Discover 
ComputerSystem 

Enumerate 
Properties 

Enumerate 
Storage 
Pools 

Enumerate 
Endpoints 

Enumerate 
Initiators 
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RegisteredProfile

InstanceID: <Key>
RegisteredOrganization: 11 (SNIA)
RegisteredName: SMI-S
RegisteredVersion: <Spec version>

RegisteredProfile

InstanceID: <Key>
RegisteredOrganization: 11 (SNIA)
RegisteredName: Server
RegisteredVersion: <Spec version>

RegisteredProfile

InstanceID: <Key>
RegisteredOrganization: 11 (SNIA)
RegisteredName: Array
RegisteredVersion: <Spec version>

Interop namespace objects

Registration Requirements (Level 0)

* Make sure key properties are filled up appropriately. This diagram shows properties that “Windows Standards-Based Storage Management service” requires.

SoftwareIdentity

Manufacturer: 
VersionString: 

ComputerSystem

ElementName
HealthState
IdentifyingDescriptions
Name
NameFormat
OperationalStatus
OtherIdentifyingInfo

ElementSoftwareIdentity

ElementConformsToProfile

ElementConformsToProfile

ElementConformsToProfile
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ComputerSystem

ElementName
HealthState
IdentifyingDescriptions
Name
NameFormat
OperationalStatus
OtherIdentifyingInfo

ProtocolControllerMaskingCapabilities

iSCSIConfigurationService

GroupMaskingMappingCapabilities iSCSIConfigurationCapabilities

ElementCapabilities

HostedService

ElementCapabilities

ElementCapabilities

 

StorageClientSettingData

ElementSettingData

StorageConfigurationService

HostedService

ElementCapabilities

StorageConfigurationCapabilities

ComputerSystemPackage

PhysicalPackage

Manufacturer 
Model 
SerialNumber 
Tag 

SoftwareIdentity

VersionString

InstalledSoftwareIdentity

ReplicationService

ReplicationServiceCapabilities

ElementCapabilities

HostedService

Capabilities and Services that may be traversed at Level 0

* Make sure key properties are filled up appropriately. This diagram shows properties that “Windows Standards-Based Storage Management service” requires.
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ComputerSystem
ElementName
HealthState
IdentifyingDescriptions
Name
NameFormat
OperationalStatus
OtherIdentifyingInfoHostedStoragePool

HostedStoragePool

StorageCapabilities
DataRedundancyDefault
DataRedundancyMax
DataRedundancyMin
ElementType
ExtentStripeLengthDefault
NoSinglePointOfFailure
NoSinglePointOfFailureDefault
PackageRedundancyDefault
PackageRedundancyMax
PackageRedundancyMin
ParityLayoutDefault
UserDataStripeDepthDefault

StorageSetting (Default)
DataRedundancyMin
DataRedundancyMax
DataRedundancyGoal
DeltaReservationGoal
DeltaReservationMax
DeltaReservationMin
ExtentStripeLength
ExtentStripeLengthMax
ExtentStripeLengthMin
NoSinglePointOfFailure
PackageRedundancyGoal
PackageRedundancyMin
PackageRedundancyMax
ParityLayout
UserDataStripeDepth
UserDataStripeDepthMax
UserDataStripeDepthMin
ThinProvisionedPoolType

StorageSettingsAssociatedToCapabilities
(Assoc Property: DefaultSetting = TRUE) 

StorageSettingsAssociatedToCapabilities
(Assoc Property: DefaultSetting = FALSE) 

StorageCapabilities
DataRedundancyDefault
DataRedundancyMax
DataRedundancyMin
ElementType
ExtentStripeLengthDefault
NoSinglePointOfFailure
NoSinglePointOfFailureDefault
PackageRedundancyDefault
PackageRedundancyMax
PackageRedundancyMin
ParityLayoutDefault
UserDataStripeDepthDefault

StorageSetting (Default)
DataRedundancyMin
DataRedundancyMax
DataRedundancyGoal
DeltaReservationGoal
DeltaReservationMax
DeltaReservationMin
ExtentStripeLength
ExtentStripeLengthMax
ExtentStripeLengthMin
NoSinglePointOfFailure
PackageRedundancyGoal
PackageRedundancyMin
PackageRedundancyMax
ParityLayout
UserDataStripeDepth
UserDataStripeDepthMax
UserDataStripeDepthMin
ThinProvisionedPoolType

StorageSettingsAssociatedToCapabilities
(Assoc Property: DefaultSetting = TRUE) 

StorageSettingsAssociatedToCapabilities
(Assoc Property: DefaultSetting = FALSE) 

 

StorageSetting
DataRedundancyMin
DataRedundancyMax
DataRedundancyGoal
DeltaReservationGoal
DeltaReservationMax
DeltaReservationMin
ExtentStripeLength
ExtentStripeLengthMax
ExtentStripeLengthMin
NoSinglePointOfFailure
PackageRedundancyGoal
PackageRedundancyMin
PackageRedundancyMax
ParityLayout
UserDataStripeDepth
UserDataStripeDepthMax
UserDataStripeDepthMin
ThinProvisionedPoolType  

StorageSetting
DataRedundancyMin
DataRedundancyMax
DataRedundancyGoal
DeltaReservationGoal
DeltaReservationMax
DeltaReservationMin
ExtentStripeLength
ExtentStripeLengthMax
ExtentStripeLengthMin
NoSinglePointOfFailure
PackageRedundancyGoal
PackageRedundancyMin
PackageRedundancyMax
ParityLayout
UserDataStripeDepth
UserDataStripeDepthMax
UserDataStripeDepthMin
ThinProvisionedPoolType

 

StoragePool (Concrete)
ElementName
Name
OperationalStatus
PoolID
Primordial = FALSE
RemainingManagedSpace
SpaceLimit
SpaceLimitDetermination
StatusDescriptions
TotalManagedSpace
Usage
UsageDescription

Methods:
GetSupportedSizes
GetSupportedSizeRange

 

StoragePool (Primordial)
ElementName
Name
OperationalStatus
PoolID
Primordial = TRUE
RemainingManagedSpace
SpaceLimit
SpaceLimitDetermination
StatusDescriptions
TotalManagedSpace
Usage
UsageDescription

Methods:
GetSupportedSizes
GetSupportedSizeRange

ElementCapabilities

AllocatedFromStoragePool

ElementCapabilities

Pool Discovery at Level 1

* Make sure key properties are filled up appropriately. This diagram shows properties that “Windows Standards-Based Storage Management service” requires.
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ComputerSystem
ElementName
HealthState
IdentifyingDescriptions
Name
NameFormat
OperationalStatus
OtherIdentifyingInfo

HostedAccessPoint

 

SCSIProtocolEndpoint
Name
ElementName
ConnectionType = 2 (FC)
Role = 3 or 4 (Target or Both)

 

SCSIProtocolEndpoint
Name
ElementName
ConnectionType = 8 (SAS)
Role = 3 or 4 (Target or Both)

 

SCSIProtocolEndpoint
Name
ElementName
ConnectionType = 7 (iSCSI)
Role = 3 or 4 (Target or Both)

HostedAccessPoint

HostedAccessPoint

FCPort
DeviceID
ElementName
HealthState
LinkTechnology
MaxSpeed
Name
NetworkAddresses
OperationalStatus
Permanent Address
PortNumber
PortType
Speed
UsageRestriction

DeviceSAPImplementation

SASPort
DeviceID
ElementName
HealthState
LinkTechnology
MaxSpeed
Name
NetworkAddresses
OperationalStatus
Permanent Address
PortNumber
PortType
Speed
UsageRestriction

DeviceSAPImplementation

EthernetPort
DeviceID
ElementName
HealthState
LinkTechnology
MaxSpeed
Name
NetworkAddresses
OperationalStatus
Permanent Address
PortNumber
PortType
Speed
UsageRestriction

DeviceSAPImplementation

 

TCPProtocolEndpoint
OperationalStatus
PortNumber

 

IPProtocolEndpoint
HealthState
IPv4Address
IPv6Address
OperationalStatus
SubnetMask

BindsTo

BindsTo

DeviceSAPImplementation

Endpoints Discovery at Level 1
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ComputerSystem
ElementName
HealthState
IdentifyingDescriptions
Name
NameFormat
OperationalStatus
OtherIdentifyingInfo

 

StorageHardwareID
IDType
OtherIDType
StorageID

HostedService

StorageHardwareIDManagementService

ConcreteDependency

 

StorageClientSettingData
ElementName
ClientTypes
OtherClientTypeDescriptions

ElementSettingData

StorageHardwareIDs Discovery at Level 1

* Make sure key properties are filled up appropriately. This diagram shows properties that “Windows Standards-Based Storage Management service” requires.
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Enumerate 
StorageVolume Enumerate SPCs 
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ComputerSystem

HostedStoragePool

 

StoragePool (Concrete)

AllocatedFromStoragePool

 

StorageVolume
Access
BlockSize
ConsumableBlocks
CreationClassName
CurrentMapCount
DataRedundancy
DeltaReservation
ElementName
ExtentStripeLength
IdentifyingDescriptions
IsBasedOnUnderlyingRedundancy
Name 
NameFormat
NameNamespace
NoSinglePointOfFailure
NumberOfBlocks
OperationalStatus
OtherIdentifyingInfo
OtherNameFormat
OtherNameNamespace
PackageRedundancy
Primordial
StatusDescription
ThinlyProvisioned
SystemName

 

StorageVolume (Replica)
Access
BlockSize
ConsumableBlocks
CreationClassName
CurrentMapCount
DataRedundancy
DeltaReservation
ElementName
ExtentStripeLength
IdentifyingDescriptions
IsBasedOnUnderlyingRedundancy
Name 
NameFormat
NameNamespace
NoSinglePointOfFailure
NumberOfBlocks
OperationalStatus
OtherIdentifyingInfo
OtherNameFormat
OtherNameNamespace
PackageRedundancy
Primordial
StatusDescription
ThinlyProvisioned
SystemName

StorageSynchronized

StorageVolumes Discovery at Level 2

* Make sure key properties are filled up appropriately. This diagram shows properties that “Windows Standards-Based Storage Management service” requires.

AllocatedFromStoragePool
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ComputerSystem

SystemDevice  

SCSIProtocolController
ElementName
Name

 

StorageVolume

 

StorageHardwareID

 

AuthorizedPrivilege

 

SCSIProtocolEndpoint

SAPAvailableForElement

ProtocolControllerForUnit

AuthorizedTarget

AuthorizedSubject

SCSIProtocolController Discovery at Level 2

 Make sure key properties are filled up appropriately. This diagram shows properties that “Windows Standards-Based Storage Management service” requires.
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Storage Management API (SMAPI) 

Storage Management API (WMI) 

SMP 
Based 

Subsystem 

SMI-S 
Compliant 
Subsystem 

Storage 
Spaces 

Enclosure 

SMI-S 
Compliant 

NAS 

SMI-S 
Compliant 
FC Switch 

Windows Server 
Server Manager 

ISV or 
Storage Vendor 

Applications 

System Center 
Virtual Machine 

Manager 

CIM Pass Through 
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Architecture 

VMM Server 

SAN, NAS 

Device admin tool   

Host 
Port to LUN mappings 

Virtual to Physical port mappings 
Create & delete Virtual Ports 

SMI-S Provider   

Enumerate 
Rescan 
Mount/UnMount 
Volume to Disk 
mapping 
Disk to LUN mapping 

Storage Management Service 

SMAPI 

Discovery of Array, Pool and LUNS 
LUN create, snapshot, clone 

Mask and Unmask 

Discovery of portals  
and targets log on & log off 

VMM Service 
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VMM Server 

SMAPI 

SMP : 
SMI - S Storage  

Service 

SMP : 
Partner Provider 

SMP : 
Spaces 

Library  
Server 

Hyper - V 
Standalone 

Hyper - V 
Cluster 

VM VM 

WSMAN 

WSMAN 

WSMAN 

WMI 

SAN 

Proprietary  

Scale - out  
File Server 

SSD / SAS 
JBOD 

SSD / SAS 
JBOD 

WSMAN 

SAN 

Embedded 
SMI - S  

Provider 

NAS 

Proxy SMI - S 
NAS Provider 

SAN / NAS 

Proxy SMI - S 
SAN / NAS  
Provider 

SAN 

Proxy SMI - S 
SAN  

Provider FC / iSCSI 
( some  

require  
this ) 

Fibre Channel 
Switch 

Proxy SMI - S 
Fabric Provider 

CIMXML CIMXML CIMXML 
CIMXML 

CIMXML 
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Scale-Out File Server Clusters 
Storage Spaces Virtualization and 

Resiliency 

SMB 

Shared 
JBOD 
Storage 

Scale-Out File Server Clusters 

SMB 

FC/iSCSI/S
AS SAN 

NAS 

SMB 

Storage 

VMM
Scale-out 

File Server

Spaces

File Server APIs
Cluster-aw

are 
Spaces Provider

Scale-out 
File Server

SAN
(FC/iSCSI/

SAS)

Fi
le

 S
er

ve
r A

PI
s

SM
I-S

/S
M

P 
Pr

ov
id

er

NAS
(Self-contained 
NAS, NAS head)

SMI-S Provider

SMAPI
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Storage Classification 

Assign Classification to Storage 
Create multiple classifications 
Classify discovered storage pool, disk, and file share 
Storage classification inheritance 

Streamline VM Deployment 
Express storage intent in templates 
Placement is classification aware 

Differentiate Capacity in Multi-Tenant Environment 
Create clouds with specific classification 
Self-service users restricted to allocated storage based on classification 
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Assign Classification to Storage 

Storage Pool Classification 
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Assign Classification to Storage 

Storage Pool Discovery 
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Assign Classification to Storage 

Inherited Classification 
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Assign Classification to Storage 

Storage Disk Classification 
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Allocate Storage to Cloud 

Cloud Scope Template Scope Instance Scope 

No classification assigned to cloud All classifications available on host 
group 

Placement selected storage based 
on available capacity 

Gold classification assigned to 
cloud 

Limited to Gold classification 
 

Placement selected Gold storage 
with available capacity 

Gold and Silver classification 
assigned to cloud 

Gold and Silver classification 
available  

Placement selected storage based 
on selection in template and 
available capacity 
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Assign Classification to Storage 

File Share Classification 
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Assign Classification to Storage 

Inherited Classification 
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Topologies 
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Storage Management API (SMAPI) 

Storage Management API (WMI) 

SMP 
Based 

Subsystem 

SMI-S 
Compliant 
Subsystem 

Storage 
Spaces 

Enclosure 

SMI-S 
Compliant 

NAS 

SMI-S 
Compliant 
FC Switch 

Windows Server 
Server Manager 

ISV or 
Storage Vendor 

Applications 

System Center 
Virtual Machine 

Manager 

CIM Pass Through 
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EnableManagement 

Enumerate 
Zoneset 

Enumerate 
Zone 

Enumerate 
ZoneAlias 

Enumerate 
Zone Members 
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FC Fabric 
Classification 

Identify fabric using friendly name 
 
Classification aware Placement 

Storage Fabric Classification 

FC Switches FC Switches 

Fabric (PROD1) 

Zone 

Hyper-V Clusters 

Virtual HBA 

Virtual SAN 

PROD
2 

Zone 

Virtual HBA 

Virtual SAN 

Fabric (PROD2) 
PROD

1 
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Problem Statement 

Multi-tier application that requires a SQL database 
deployed on a failover cluster with shared FC storage 
from a SAN 
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Application Environment Details 
 
Fibre Channel Switches 
Dual redundant fabrics between hosts and storage 
 

Hyper-V Host 
Hosts with at least 2 FC ports 
Connect each FC port to a different fabric 
Create a virtual SAN per fabric 
 

SQL Tier Service deployment 

VM 
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Storage Manageability Certification 

Storage Management API (WMI) 

SMP 
Based 

Subsystem 

SMI-S 
Compliant 
Subsystem 

Storage 
Spaces 

Enclosure 

SMI-S 
Compliant 

NAS 

SMI-S 
Compliant 
FC Switch 

Windows Server 
Server Manager 

ISV or 
Storage Vendor 

Applications 

System Center 
Virtual Machine 

Manager 

CIM Pass Through 

 

VMM 
Based 

Scenario 
Tests 

Native 
SMAPI 

Functionality 
Tests 

SNIA 
SMI 
CTP  
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Thank you! 

Hector Linares 
Principal Program Manager 

hectorl@microsoft.com 
Microsoft 

Rajesh Balwani 
Senior Development Engineer 

rbalwani@microsoft.com 
Microsoft 

mailto:hectorl@microsoft.com
mailto:rbalwani@microsoft.com
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MASKING IN-DEPTH 

 SCSI Protocol Controller  
 a.k.a. Storage Groups 
 a.k.a. Masking Sets 
 a.k.a. Host Groups 
 a.k.a. View 

 Ports Per View 
 Array target ports 

 One Hardware ID Per View  
 Server initiator ports 
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SCSI Protocol Controller 

 SCSI protocol controller 
(SPC) is a grouping 
mechanism on the array 
using for exposing a storage 
volume (LUN) to a Windows 
server 

 SPC contains target ports 
(array), storage volumes 
(LUN), initiator ports 
(Windows host) 

Storage Array

Ta
rg

et
Po

rt

Ta
rg

et
Po

rt

Ta
rg

et
Po

rt

Ta
rg

et
Po

rt

Storage Volume
(LUN)

SCSIProtocolController 
(SPC)

VM host

In
iti

at
or

Po
rt

In
iti

at
or

Po
rt
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Ports per SPC 

 Controls how many array target ports an SPC 
can have 
All Ports Share Same View – All targets ports 

in SPC 
Multiple Ports Per View – one, some or all 

target ports in SPC 
One Port Per view – one target port in SPC 
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All Ports Share Same SPC 

 SPC includes all of the target ports on the array 

Storage Array

Ta
rg

et
Po

rt

Ta
rg

et
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rt

Ta
rg

et
Po

rt

Ta
rg

et
Po

rt

SCSIProtocolController 
(SPC)
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Multiple Ports per SPC 

 SPC includes all, some, or one of the target 
ports on the array 

Storage Array

Ta
rg

et
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Ta
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Po

rt

Ta
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SCSIProtocolContro
ller 

(SPC)

SCSIProtocolContr
oller 
(SPC)
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One Port per SPC 

 SPC includes only one target port on the array 

Storage Array

Ta
rg

et
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Ta
rg

et
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et
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Ta
rg

et
Po

rt

SCSIProtoc
olController 

(SPC)

SCSIProtoco
lController 

(SPC)

SCSIProtocol
Controller 

(SPC)

SCSIProtoco
lController 

(SPC)
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Ports per SPC 

 
Setting Implementation Notes Examples 

All Ports Share Same View Simplicity NetApp FAS 
HP EVA 
EMC Clariion 
Dell Compellent 

Multiple Ports Per View Flexibility (can mimic both One Port per 
View and All Ports Share Same View) 

EMC VMAX 
HP 3PAR 

One Port Per View Traditional Hitachi VSP 
HP P2000 
Hitachi AMS 
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One Hardware ID per SPC 

One Hardware ID per SPC 
== True 

One Hardware ID per SPC 
== False 

Storage Array
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One Hardware ID per SPC 

Setting Implementation Notes Examples 

TRUE Traditional Hitachi AMS 
HP P2000 
Dell Compellent 

FALSE Flexibility (allows for one SPC per cluster) EMC VMAX, Clariion 
IBM XIV, SVC, V7000 
HP EVA, 3Par 
NetApp FAS 
Hitachi VSP 
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SPC Creation for Clusters 

Storage Array
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Storage Volume
(LUN)

Create SPCs per Cluster 
== True 

Creates storage groups that 
contains all initiator ports for  
all nodes in the cluster  

Create SPCs per Cluster 
== False 

Creates a storage group that 
contain all initiator ports for 
each node in the cluster  
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SPC Creation for Clusters 

Setting Implementation Notes Examples 

TRUE On some arrays, unmasking operations 
get serialized so the time required to 
unmask a LUN to multiple nodes in the 
cluster increases (minutes) 
 
No flexibility to have a separate LUN for 
boot from SAN  

EMC VMAX 
Hitachi VSP 

FALSE Offers the most flexibility if you want to 
expose LUNs to a subset of nodes in the 
cluster (e.g. to enable boot from SAN).  
 

NetApp FAS 
HP 3AR 
Dell Compellent 
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All Ports Share 
Same SPC 

Multiple Ports 
Per SPC 

One Port Per 
SPC 

One Hardware ID Per 
SPC == FALSE 

Create SPCs per  
Cluster == True or 

False 

Create SPCs per  
Cluster == True or 

False 

Create SPCs per  
Cluster == True or 

False 

One Hardware ID Per 
SPC == TRUE 

Create SPCs per  
Cluster – Not 

Applicable 

Create SPCs per  
Cluster - Not 

Applicable 

Create SPCs per  
Cluster - Not 

Applicable 
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 All/Multi Ports per SPC 
 One Hardware ID per SPC == 

False 
 Create SPCs per Cluster == 

True 
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 All/Multi Ports per SPC 
 One Hardware ID per SPC == 

False 
 Create SPCs per Cluster == 

False 
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One Port per SPC 
One Hardware ID per SPC == False 
Create SPCs per Cluster == True 

One Port per SPC 
One Hardware ID per SPC == False 
Create SPCs per Cluster == False 
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•
          Targets are static as fiber channel targets usually one per Ethernet port or pre setup. #of 
 static iscsi targets won’t change for life time of array unless there configuration change. 

•
 Targets are dynamic. Two type of  dynamic target systems. 

 Automatic 
     Targets are created automatically one per volume upon volume creation. 
 Manual 
   Targets can be created by user based as they need. 
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Absence of iscsi configuration capabilities instance or following values would be discovered as static 
target model. 
iscsiConfigurationCapabilitiesInstance->ISCSIProtocolEndpointCreationSupported = false 
iscsiConfigurationCapabilitiesInstance->ISCSINodeCreationSupported = false  

iscsiConfigurationCapabilitiesInstance->ISCSIProtocolEndpointCreationSupported = true 
iscsiConfigurationCapabilitiesInstance->ISCSINodeCreationSupported = false  

iscsiConfigurationCapabilitiesInstance->ISCSIProtocolEndpointCreationSupported = false 
iscsiConfigurationCapabilitiesInstance->ISCSINodeCreationSupported =  
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Mask/unmask same as Fiber channel target ports described earlier i.e. depends on PortsPerView, 
OneHardwareIDPerView and MaxMapCount properties. VMM expects iscsi login as precheck for 
provisioning which can be automated as part of array onboarding per host. 

ISCSI targets are 1:1 to volume hence one SPC per volume i.e. volume is key for SPC. Masking is 
nothing but adding and removing initiators from SPC.  
SPC is created by VMM upon first time volume is unmasked, provider needs to establish its 
association with specific target automatically. VMM will issue ISCSI login/logoff per target upon 
provisioning. 

Provides flexibility to create targets as needed. SMAPI doesn’t expose target creation api’s. Solution 
is for provider to create target automatically per SPC creation from VMM. Here initiators become key 
for SPC. Once SPC created masking is nothing but adding removing volumes from SPC. VMM issues 
iscsi login/logoff upon provisioning. 
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This could be tricky for arrays which implement different target models for iscsi vs fiber channel. For 
example FC is static target system where as ISCSI is dynamic target system. 
Some workaround available. To mitigate VMM relies on ISCSI configuration capabilities for ISCSI 
before looking into Masking capabilities. However some combinations may not work 

Since there is 1:1 SPC per volume system could end up with too many SPCs potentially max number 
of volumes. This causes scalability and performance issues not only from provider but also from host 
initiator. 
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Basically group masking allows SPC to be associated with initiator group, volume group and port 
group. These groups can be nested. 

Only single level groups are supported i.e. nested groups not supported. 
New initiator group and volume group are automatically created per spc creation and destroyed as 
spc goes away. 
Target port group are not created automatically. This needs to be created out of band. This is done to 
facilitate reuse of target port groups. 

Use masking/mapping profile as all scenarios can be addressed with this.  
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