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System development 
(Web search, hosted cloud, etc.) 

SSD vendors 



Methodology is critical when testing SSDs 
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Workload A Workload B 

Steady-state Transition Steady-state 
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1MB Sequential Writes on Fragmented SSD 

1st Pass 2nd Pass 
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Random Write Throughput: 0%, 20%, 50% 









Display 
Name 

Write 
Mix 

Access  
Size (kB) 

Access 
Type 

Queue  
Depth 

Bandwidth 
(MB/s) 

Average  
Latency (ms) 

Device A 100% 16 random 1 54.32 1.04 

Device B 100% 16 random 1 15.05 0.29 

Device A 30% 16 random 1 20.01 1.39 

Example policy: 
Bandwidth matters a lot, latency matters a 

little 
 

Device A scores 72/100 
Device B scores 65/100 

24 SSDs  
x 218 workloads  

5,232 files 



Display 
Name 

Write 
Mix 

Access  
Size (kB) 

Access 
Type 

Queue  
Depth 

Bandwidth 
(MB/s) 

Average  
Latency (ms) 

Device A 100% 16 random 1 54.32 1.04 

Device B 100% 16 random 1 15.05 0.29 

Device A 30% 16 random 1 20.01 1.39 

Bandwidth 
(MB/s) 

Average  
Latency (ms) 

Z_AX0 Z_AX1 

Z_BX0 Z_BX1 

Z_AY0 Z_AY1 

Step 1:  
Convert each value to z-score 



Drive: A 

Workload: X (4k, rand, QD1, 100% writes) 

Metric: 0 (Read Latency) 

Based on cohort of drives 

A z-score (or standard score) is the number of standard deviations from the mean 

zAX0 

Good Bad Distribution of  
• all drives  
• workload X 
• metric 0 

Drive A 



zA(n+m)i 50%  

Throughput 
Metrics  

Latency Metrics  

50%  zA(n+m)j + = 

General Policy: 

70  /  100 

zAn(i+j) 5     x 

70/30 Read/Write Mix 
Workloads 

100% Read & 100% Write 
Workloads 

1     x zAm(i+j) + = 

Policy to Favor Mixed Workloads: 

65  /  100 

• Can apply multiple policies at once 
 

• Can use any kind of weight system 
(stay consistent within policy) 

x x 

Drive A 
Wkld range 0 to 
(n+m) 
Metric range 0 to i 

Score for Drive A 



H is so close, and they’ve got a 
great price.  How do we tweak the 

drive or application to make it 
work? 
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A is best-in-
class 

If you’ve been using L, A-I will 
be comparable or better 

E & N are 
stragglers 



H is so close, and they’ve got a 
great price.  How do we tweak the 

drive or application to make it 
work? 
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Random Writes Random Mix Random Reads

Sequential Writes Sequential Mix Sequential Reads

Answer:  
Drive should improve random mix (not seq. mix), or 
App should favor sequential mix (not random mix) 



Write Amplification Factor  
Workload Dependent,  

Vendor Reported, Implementation Specific 
 

Drive Writes Per Day (DWPD) 
Total Bytes Writes (TBW) 

Drive Writes (DW) 

SSD 

Controller NAND NAND NAND NAND Host Writes 
Controller 

Writes 

= x P/E Cycles Total Drive 
Writes 

New Telemetry 

SMART “Controller Writes” 

Reported in units of sectors or GB 

1,700 workloads in 4.7 months 

Previously Available 

SMART “Media Wear Indicator” 

Reported in units of 1% 
(300 TB for 30k, 1TB drive) 

4.7 months for 1 workload 

Program / Erase Cycles (P/E Cycles, or  PEC) 
Write / Erase Cycles (W/E Cycles) 
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Not all sequential 
workloads achieve 
High Endurance 

Identify 
problem 

workloads 
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