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A Possible Next Evolutionary Step
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The Opportunity for Storage SW Innovators
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Kick-starting SW Innovation o
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Join the Discussion SNlA
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> Learn about the Persistent Memory programming model
+ http://www.snia.org/forums/sssi/nvmp

> Join the pmem NVM Libraries Open Source project
+ http://pmem.io

> Read the documents and code supporting ACPI 6.0 and Linux NFIT
drivers

» http://www.uefi.org/sites/default/files/resources/ACPI_6.0.pdf

+ https://git.kernel.org/cgit/linux/kernel/git/djbw/nvdimm.git/log/?h=nd
+ https://github.com/pmem/ndctl

+ http://pomem.io/documents/

+ https://github.com/01org/prd

> Intel Architecture Instruction Set Extensions Programming Reference
+ https://software.intel.com/en-us/intel-isa-extensions

> Intel 3D XPoint™ Memory

+ http://lwww.intel.com/content/www/us/en/architecture-and-technology/non-
volatile-memory.html




