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The Journey to Low Latency

M
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> The Latency Journey So Far

> New Media Enables the Next Step
+ A little about 3D XPoint™ Technology

> System and SW Architecture Changes In Process
+ Changes to Block Storage Stack to Minimize Latency
+ Changes to Enable Persistent Memory
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g 1957 IBM RAMAC 350
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Why the Drive for Low Latency?
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Media Enabler: 3D XPoint™ Technology o
(Or any SCM) SN IAm

Solid State Storage Initiative

Breakthrough

Material Advances
Compatible switch and
memory cell materials

Crosspoint Structure
Selectors allow dense packing and
individual access to bits

Scalable
Memory layers can be
stacked in a 3D manner

High Performance
Cell and array architecture that can
switch states 1000x faster than NAND
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Video here
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Intel DIMMs buseon 3D




Demonstration of 3D Xpoint™

SSD Prototype SN|AW
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The Need to Address System o
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Storage Enabler: NVMe Efficiency Exposes
Low 3D XPoint™ Media Latencies SN'A
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NVMe Delivers Superior o
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NVMe/PCle Provides More i
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Enabler: NVMe Over Fabrics SN|A

Solid State Storage Initiative

> In most Datacenter usage
models, a storage write
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> Storage Stack optimizations
> Reduced Paging Overhead
> HW RAID alternatives
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Open NVM Programming o
Model SNIA.

ol
SNIA.

Advancing storage
information technology

HTACH oracLe (inte) IE=EE
w " | Microsoft FUﬁTSU EM(:2
NetApp-

et

SNIA Technical Working Group
Initially defined 4 programming modes required by developers

Spec 1.0 developed, approved by SNIA voting members and published
Interfaces for PM-aware file interfaces for application Kernel support for Interfaces for legacy
system accessing kernel PM accessing a PM-aware file block NVM applications to access block
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NVM Library: pmem.io
64-bit Linux Initially
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http://pmem.io/
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NVMe SSD

<10 usec
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