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Forward-Looking Statements
Safe Harbor | Disclaimers

This presentation contains certain forward-looking statements that involve risks and uncertainties, including, but not
limited to, statements regarding market trends and emerging memory needs, demand for digital storage, our
business strategy, NAND technology and products, growth opportunities and product development efforts. Forward-
looking statements should not be read as a guarantee of future performance or results, and will not necessarily be
accurate indications of the times at, or by, which such performance or results will be achieved, if at all. Forward-
looking statements are subject to risks and uncertainties that could cause actual performance or results to differ
materially from those expressed in or suggested by the forward-looking statements.

Key risks and uncertainties include volatility in global economic conditions; business conditions and growth in the
storage ecosystem; impact of competitive products and pricing; market acceptance and cost of commodity materials
and specialized product components; actions by competitors; unexpected advances in competing technologies; our
development and introduction of products based on new technologies and expansion into new data storage
markets; risks associated with acquisitions, mergers and joint ventures; difficulties or delays in manufacturing; and
other risks and uncertainties listed in the company’s filings with the Securities and Exchange Commission (the
“SEC”) and available on the SEC’s website at www.sec.gov, including our most recently filed periodic report, to
which your attention is directed. We do not undertake any obligation to publicly update or revise any forward-looking
statement, whether as a result of new information, future developments or otherwise, except as required by law.
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Dizzying Diversity of Data
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Off-the-rack Architecture in a Customized World



© 2019 Storage Networking Industry Association. All Rights Reserved.

5

Memories for Evolving Applications
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What can we do to add value that isn’t 
narrowly focused? 

Persistent memory can provide value to many of the 
existing architectures with minimal changes

• Allow for larger capacity SSDs by alleviating memory 
footprint constraints

• Get around RAM attach point limitations in IMDB

• Reduce need for non-persistent protective architecture 
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Where does Persistent Memory fit in 
the hierarchy?
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DRAM HDD

Capacity 64KB 256KB 2-4MB 16-128GB 128GB-1TB 512GB-4TB 4-16+TB

Speed 1ns 3-10ns 10-20ns 50-100ns 250-5,000ns 100,000ns-
2,000,000ns 5-10,000,000ns

Cost 50x 20-25x 1x .1x

FlashPersistent 
Memories
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• Expensive on a $/GB basis

• Capacity point restrictions

• DRAM footprint for storage mapping adds cost 

• Capacity restrictions result in devices

DRAM is Very Useful! … But….
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• A core requirement for an enterprise database is durability
• DRAM provide performance but no durability
• Storage currently provides the durability 

• In database technology, atomicity, consistency, isolation, and durability (ACID) must be met to ensure that database 
transactions are processed reliably:

• A transaction must be atomic. This means if part of a transaction fails, the entire transaction must fail and 
leave the database state unchanged.

• The consistency of a database must be preserved by the transactions that it performs.
• Isolation ensures that no transaction interferes with another transaction.
• Durability means that after a transaction is committed, it remains committed. 

When a dataset primarily lives in main system memory, additional functionality 
that is not required with a standard storage based database must be put in place 
to ensure that durability is achieved.

In Memory Databases can Benefit
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DAS Option SAN Option 

Server Logging in SSDs

Saved Transaction 
pages

Lack of DRAM persistence requires 
expensive protection 
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SSD Density can be increased
at Lower Cost
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• Space on SSD circuit board is limited

• More DRAM is needed for mapping as we add device capacity. DRAM 
footprint limits NAND placement 

• Persistent memory provides dense option and allows for fewer chips 
ands thus more NAND

• Combination of DRAM and  persistent memory can reach a good 
compromise

BiCS4
96-layer

3D NAND 
technology

X4 
Technology

Four bits
per cell

Flash memory
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Caching and other similar 
concepts can be enhanced

• Persistent memory is slower than DRAM but denser solutions can 
provide a larger cache or tier with better hit rate.

• A slow hit in persistent memory is faster than a miss that leads 
to back end storage

• True for system level caches and device caches

• Persistent memory can find a home in Composable Infrastructure
• Fabric attached nodes that be used globally
• Persistent memory imbedded in storage and compute nodes on 

fabric
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Takeaways

New form 
factors require 
dense material 

to allow capacity 
growth

IMDB can be 
simplified with 

persistent 
memory 

Persistent 
memory could 
play a role in 
composable 

infrastructure

Explosion in 
data means 

more DRAM to 
map it

Architecture 
changes needed 
to allow for this 

growth
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Thanks!
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