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Persistent Memory Today
Connecting to the Memory Bus
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Connecting to the Memory Bus
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The ACPI “NVDIMM” Framework
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The ACPI “NVDIMM” Framework
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NFIT NVDIMM Firmware Interface Table (ACPI 6.0)
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The ACPI “NVDIMM” Framework
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NFIT _DSM
Device Specific Methods
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The ACPI “NVDIMM” Framework
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NFIT _DSM

BIOS
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Learnings from ACPI Based Approach

• ACPI NFIT Unified NVDIMM-N and Intel’s Optane PMem

• Helped get enabling upstream early

• _DSMs allowed a generic kernel implementation

• Differences abstracted away by _DSMs

• Mechanism has evolved gracefully

• Fairly small additions, few errata
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• ACPI dynamic support doesn’t scale

• Hot plug challenging

• Meant for small number of empty sockets

• _DSM complexity hard to maintain

• Bug fixes, additions logistical challenges

• Virtually impossible to support multiple devices

• No generic BIOS

Pros Cons
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Compute Express Link
A New Class of Interconnect

9



10

Compute Express Link

• CXL 1.1

• June 2019

• CXL 2.0

• Nov 2020

• 1.1 Compatible

• Adds pmem

• computeexpresslink.org

© 2021 SNIA Persistent Memory+Computational  Storage Summit. All Rights Reserved.

Our Focus
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Representative CXL Usages
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Where PMem Fits In
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Adding PMem to CXL
The CXL 2.0 Specification
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CXL 2.0 Changes for PMem

• Most changes should apply to all memory types

• Minimize PMem-specific changes, rest apply to volatile memory too

• PCIe enumeration

• NFIT isn’t used for CXL devices (they aren’t NVDIMMs!)

• Leverage PCIe frameworks, including hot plug

• MMIO registers

• Mailbox interface, etc.

• Command Interface

• Was vendor-private for NVDIMMs

• Driver Writers Guide (delivered as separate doc)

• Minor changes to external specs like ACPI/UEFI
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Mailbox Commands

• Was vendor private

• Standards are a double-edged sword

• Generic Drivers

• Committee visit for every change

• Learnings from NVDIMMs helped

• Leverage what worked

• Fix pain points

• Some commands apply to all CXL →
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Memory Device
Commands
• Most added commands →

• _DSMs are gone

• OS uses mailbox directly

• BIOS too

• Much complexity moved:

• From BIOS to OS

• Allows generic:

• BIOS

• OS Drivers

© 2021 SNIA Persistent Memory + Computation Storage Summit. All Rights Reserved.

Mandatory

Mandatory for PMem

…not the full table
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Example: Identify Memory Device
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…not the full table
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Driver Writers Guide
• CXL 2.0 Spec defines commands

• Can be terse, spec language

• Platforms decide some of the details

• Example: BIOS on Intel platforms

• Document flows, algorithms

• Published on intel.com
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…see the Guide for details
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The Hard Stuff
Where we spent much of our time
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Interleaving
• HDM Decoders

• Allow interleaving across devices

• New to PCIe: interleave sets

• Important concept for PMem

• For volatile memory, changing the interleave may impact performance

• For PMem, changing the interleave loses your data

• Label Storage Area

• Defined in CXL 2.0 spec

• Provides region (interleave set) and namespace configuration
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Label Example
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Hot Plug

• Handled by OS

• No BIOS in flow

• Uses “windows”

• BIOS provided

• Flow used for PMem

• Except boot dev
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Flush-on-fail To Persistence

• Global Persistent Flush (GPF)

• Analogous to ADR or eADR with NVDIMMs

• Simple when it works

• Application just relies on it

• More complex when it fails

• Dirty Shutdown Count

• Already part of the programming model

• Code written for NVDIMM still works correctly

• Provided the model was followed correctly
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…see the Guide for details
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Software Enabling
Current State and Future Work
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The Good News

• Momentum around CXL is Huge

• NVDIMM enabling was a few of us in a room, updating ACPI

• CXL is dozens of highly-engaged companies, including all major OSVs

• Preliminary generic Type 3 CXL Driver already upstream in Linux

• Orchestrated by NVDIMM framework maintainer Dan Williams

• QEMU patches emulating CXL Type 3 devices posted

• Written by Ben Widawsky, provided a development platform for the driver

• Cross-company, cross committee collaboration on specifications

• Prevents messy collisions from different implementation decisions

© 2021 SNIA Persistent Memory + Computation Storage Summit. All Rights Reserved.
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The Good News

• Momentum around CXL is Huge

• NVDIMM enabling was a few of us in a room, updating ACPI

• CXL is dozens of highly-engaged companies, including all major OSVs

• Preliminary generic Type 3 CXL Driver already upstream in Linux

• Orchestrated by NVDIMM framework maintainer Dan Williams

• QEMU patches emulating CXL Type 3 devices posted

• Written by Ben Widawsky, provided a development platform for the driver

• Cross-company, cross committee collaboration on specifications

• Prevents messy collisions from different implementation decisions

• Generic BIOS code and OS drivers!
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The Challenges

• Memory bus, ACPI, NFIT was essentially done

• OS versions that support NVDIMMs, continue to work across generations

• CXL requires a new set of drivers

• Drivers do new things, like group into interleave sets

• Not clear if drivers can be added to older kernels

• NVDIMM tooling → CXL tooling

• Example: ndctl command on Linux begats cxl command

© 2021 SNIA Persistent Memory+Computational  Storage Summit. All Rights Reserved.
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Summary

• The programming model remains the same

• Applications written to the SNIA programming model continue to work

• CXL offers:

• Moving PMem off the memory bus

• Scalability (all types of memory)

• Flexibility

• PMem on CXL specified as of CXL 2.0, published last November

• OS enabling is emerging

© 2021 SNIA Persistent Memory+Computational  Storage Summit. All Rights Reserved.
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Thank you
Please visit www.snia.org/pm-summit for presentations
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http://www.snia.org/pm-summit
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