'-‘( PERSISTENT MEMORY

> + SUMMIT 2022

v COMPUTATIONAL STORAGE

VIRTUAL EVENT = MAY 24-25, 2022

GPU + DPU for
Computational Storage

-3

Storage that Thinks

Rob Davis, VP Storage Technology,
NVIDIA Network Platform Group




o
DPU - The New Building Block in a Data Center
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A DPU Can Accelerate Data Center Workloads

Data Center Infrastructure on a Chip
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A DPU Can Accelerate Data Center Workloads
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Computational Storage and Edge Computing
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Computational Storage and Edge Computing
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Computational Storage and Edge Computing

EDGE COMPUTING
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Computational Storage and Edge Computing

EDGE COMPUTING

Conventional
Storage Model

1. Request data from storage

2. Move data to compute

o
Compute
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Computational Storage

Computational
Storage Model

Conventional
Storage Model
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2. Move data to compute
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Computational Storage and Edge Computing

Conventional
Storage Model

Computational
Storage Model
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Computational Storage

Computational
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Computational Storage Solution Options

* FPGA based solutions
= Need control CPU
= Limited flexibility
= Special technical

expertise needed for
reprograming

= Form Factor?
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Computational Storage Solution Options

=Smart SSDs

* Added CPU+DRAM
performance or FPGA

» Power and Cooling?
= Not vendor volume

. Standard SSD Market 2017-2023
product line for SSDs o
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Computational Storage Solution Options

Edge Al Market
Market forecast to grow at a CAGR of 19.3%

= CPU based solutions
s | imited AL & ML USD 1,954.24 million
capabilities

= Data set size limited
USD 569.19 million

2019 2026

RESEARCH MARKETS

THE WORLD'S LARGEST MARKET RESEARCH STORE
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Computational Storage Solution Options

= CPU based solutions

= | imited AL & ML
capabilities
= Data set size limited
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Data set size

Edge Al Market
Market forecast to grow at a CAGR of 19.3%

USD 1,954.24 million
Al Application Data Sets
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Computational Storage Solution Options

= GPU + DPU based
solutions

= Standard PCle Form
Factor

» Standard components

» Very flexible and broad
open solution set
iIncluding VERY strong Al

» Very high performance
and capacity storage 10

https://www.nvidia.com/en-us/data-center/products/egx-converged-accelerator/
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DPU based storge systems

Saves Real Estate, Cost, Power,
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Available DPU based storage system

FRONT VIEW

24 x NVMe U .2 hot swap drive bays REAR VIEW

4 x PCle high speed ports per
DPU switch module (16 lanes per port)

pclesw | PCIeSW! ;PCIeSWI PCle SW
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https://www.aicipc.com/en/pagefull/170-1572
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GPU + DPU Computational Storage Solution

FRONT VIEW

24 x NVMe U .2 hot swap drive bays REAR VIEW

4 x PCle high speed ports per
switch module (16 lanes per port)
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o N
GPU + DPU Computational Storage Solution

Analyze in-place, Extract / Load / Transform, On demand
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Al Creates a GPU Storage |10 Challenge

m PROCESSING

Relative Processing Time >

DATA

Big Dataset

CPU-based compute

GPU-based compute

Accelerated Computing
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Al Creates a GPU Storage |10 Challenge
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GPUDIRECT STORAGE(GDS)

Receive Without GPUDirect Storage
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GPUDIRECT STORAGE(GDS)

Without GPUDirect Storage
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Key Takeaways

= Combined GPU and
DPU solutions are ideal
for Computational
Storage Al solutions

* They leverage common

components, system
. High-Capacity

architectures, software (sso] coDe
and expertise b 4 5PUS <ol

= And enable Al to . |

(sso]
seamlessly move to the i}
edge | SSD
Computational Storage System
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Please take a moment to rate this session.

= Your feedback is important to us.
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