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AGENDA

= Reasons to adopt Memory Tiering
= Taxonomy

* Memory Only NUMA Nodes

= \Volatile Memory Tiering Types

= Call to Action
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Reasons for Adoption

= CSP’s report from 20 to 40% of stranded memory in compute hosts.
» Hosts run out of CPU cores to rent before running out of memory

* Rented Memory is not fully utilized.
»* 50% of rented memory is infrequently touched

= CXL will bring memory pooling opportunities

* Memory Tiering can benefit single hosts and clusters with shared memory
devices.
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S
Taxonomy

= Memory Tiering — Different Memory Types working together to
satisfy memory allocation. It may have dynamic page movement.

~ UserMode

Kernel Mode

DRAM PMEM
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Taxonomy

= Main Memory — Total amount of addressable memory presented by
the hardware to be managed by the OS kernel. It's associated with
a CPU/socket.

User Mode

Kernel Mode

IﬁIW

256GB
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Taxonomy

= Special Purpose Memory — Memory space that is not associated
with a CPU and presents itself as separated memory only NUMA

node.

Kernel Mode

DRAM PMEM
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Taxonomy

= Persistent Memory — Memory device with Persistent behavior.

Kernel Mode

HBM DRAM PMEM
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Taxonomy

= Addressable Memory — All Memory Spaces that can be mapped to
fulfill allocation requests.

~ UserMode

Kernel Mode

DRAM PMEM
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Memory Profile

= Each Memory will have properties which will place in a NUMA
Domain.

= Each NUMA Memory Domain will contain same type of Memory.
* Media
» Bus

= | atency
= Bandwidth

= ACPI SLIT/SRAT Tables will be populated to display topology.
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Memory Topology as NUMA

= Main Memory, Special Purpose Memory, and PMEM will show up
as NUMA Nodes. However, SPM and PMEM will not be directly
assigned to a CPU as traditional NUMA nodes but will be only
Memory Domains.

Socket O Socket 1
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NUMA Domains and Relative Distance
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Tiering Types

= Classification on types of tiering methods based on where page
placement logic is implemented.

= |t can be software or hardware based.

= Memory topology understanding will determine if application
transparency is achieved, or level of modification.

= Types are not exclusive and can be combined in advanced use
cases.
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Type | — Hardware Based Tiering

= Memory topology is abstracted from upper layers of kernel and user mode.
= No code change, and no kernel modules are needed to use Type |.

= Monolithic configuration and totally transparent to all layers.

{ @@ } User Mode

QSNMD Kernel Mode
Main Memory —1TB

1TB (Memory Mode
with Optane® 192 GB
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SN
Type Il — Kernel Based Tiering

= Memory topology is abstracted from User Space.

= Memory pages placement are controlled at the kernel level.
= No user space application changes needed.

= |nstall Memory Tiering kernel module.

ADD2 App1 User Mode
& ~_
}
OS/VMM Kernel Mode
Main Memory — t
512GB —
PMEM —-512GB J Hardware
Addressable Memory HBM PMEM
- 1TB
512GB 512GB

r_< PERSISTENT MEMORY

= + SUMMIT 2022

14 | ©2022 Storage Networking Industry Association All Rights Reserved. w» COMPUTATIONAL STORAGE



Type lll = Memory as a Service

= Memory topology is presented to Mem_Service in User Space.

= Apps can use a Memory Service as “proxy” for memory allocation.

= Memory placement controlled by Memory Service.

512GB 2TB
N — N

Mem as a

% % Service

User Mode

1

OS/VMM

t

Main Memory —

[

Kernel Mode

512GB

PMEM - 1.5TB
Addressable Memory
—2TB

HBM

512GB

1.5TB
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Type IV — Enlightened App

= Memory topology is visible by the application .
= Apps use Memory APl to access and manage memory.

= Memory placement controlled by app.

512GB 1TB

o o

User Mode

Kernel Mode

Hardware

\ OS/VMM
Main Memory —
512GB -
CXL-512GB -
Addressable Memory HBM
e 512 GB 512 GB
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Hybrid Mode — Multiple Types

= Combining two or more types of memory tiering in the system.
= Type Il and Type IV — Kernel based plus a CXL Memory Device — in this

example.
ADD2 AE |ﬁ1 User Mode
Main Memory - |
128GB

PMEM = 1TB used OS/VMM Kernel Mode

by Kernel Tiering
CXL—2TB used /

cont.roll_ed by the - DRAM PMEM Hardware
application.

Addressable
Memory — 2.25TB 256GB 2TB
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Call to Action

= Create better memory profiling and hot page detection.

= Create better prediction models to minimize effects of page
promotion / demotion.

= Latency sensitivity models.
= Orchestration integration.
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Please take a moment to rate this session.

Your feedback is important to us.
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