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Empowering Real-Time Decision 
Making for Large-Scale Datasets 
with SSD-like Economics
Presented by: Prasad Venkatachar
Sr Director – Solutions   Pliops



2 | ©2022 Storage Networking Industry Association. All Rights Reserved. 

The Need for Real-Time Data  

In-Memory Applications

Extending Datasets  from In-Memory to Flash Storage 

Performance Tes ting and Analys is

Economics  of In-Memory and Flash Storage Scaling for Real-time analytics

Topics 
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Building Next Gen Real-Time Applications

30% of the world’s 
data will be 

real-time
by 2025*

* IDC– #US44413318 

4,909 digital interactions
per user per day by 2025*



4 | ©2022 Storage Networking Industry Association. All Rights Reserved. 
4

Responding to Real-World Demands

0.1 Sec Happy user

Application Response Times User Behavior

1 Sec User flow of thought 
interrupted

10 Sec User Multi-tasking

>10 Sec User Goodbye
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Application Caching for Responsiveness

Customer Facing 
Application

In-Memory 
Cache

Backend Database: 
RDBMS or NoSQL

Total Dataset: 
Several Terabytes

Working Dataset: 
Gigabytes/Few Terabytes
Cache Hit/Miss

User Churn: Yearly Revenue loss due to latency

Customer Experience :Yearly SLA penalties cost due to latency and failed session states
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Caching for Business Intelligence

Multi-year business insights1 week of data 
for business insights

Yearly missed opportunity due to lack of business insights

Business Intelligence
Application

In-Memory 
Cache

Backend Database: 
RDBMS or NoSQL
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Cache: Scaling Up or Out
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In-Memory Database Application Types

SQL Server 
In-Memory

Oracle
In-Memory

Redis
In-Memory

In-Memory 
Storage Engine

MySQL
In-Memory Storage 

Engine

SAP HANA
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MemTier Benchmark Testing with Redis

Redis on DRAM

300GB

Redis on Flash

RocksDB

300GB

3TB

Redis on Flash with XDP

Pliops RocksDB API

300GB

3TB

Object Size: 4KB Latency Requirement:1m Sec
(+/-5%)

Data Set Size: 
300 GB to 3TB

1 2 3
MemTier
Benchmark

Extending In-Memory to Large Data Sets on Flash 
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Redis on Flash : W/wo Pliops XDP
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Redis on Flash RoF with XDP

Redis on XDP Dataset Size: 3 TB
10x more data!

Redis on DRAM
Dataset Size: 300GB

Performance at Different Hit Ratios



11 | ©2022 Storage Networking Industry Association. All Rights Reserved. 

0

5

10

15

20

25

30

35

40

10% 20% 50% 85% 95% RoDRAM

Set Latency

Redis on Flash RoF with  XDP

11

4 9’s Latency : XDP Benefits over RocksDB
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Redis on Flash RoF with XDP

@60x* @32x* @7x* @3x* @2x*

Serving 99.99% User Requests

*Higher 
Performance
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RocksDB Architecture Challenges 

Memtable

Run

W
rite

Read

Read

Read

Read

Read

flush

compaction

compaction

compaction

Level 0

Level 3

Level 2

Level 1

DRAMLog 
Structured 
Merge 
(LSM)
Tree
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The Rationale for XDP Performance Boost
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XDP Rocks RocksDB

Average: 149.6K 
Stdev: 3.6K (2.3%)

Average: 22.9K 
Stdev: 7.3K (31.8%)

XDP Rocks Write Performance
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Many Storage Engines Powering Several Applications

System resource consumption

10-100%

300-600%
St orage  Cap ac it y Am p lifica t ion

30-70% 2,000-10,000%

20%-500% 

Co
m

pr
es

sio
n

More Than Half of System Resources Typically Devoted to Storage Engine and Services!

15-50%
Cos t  of SSD DRAM, Proce s s or, NAND ove rp rovis ion ing

InnoDB WiredTiger RocksDB MyISAM XtraDBStorage 
Engines

Applications 

AnalyticsNoSQL SQL/NewSQL 
Block

Storage
Object DFS

CPU Consumption IO Amplification

Storage Capacity Amplification

CPU Consumption

Storage Capacity Amplification

DAS
AFA
SDS/DFS

Packing/meta data mgt (AFA or advanced SDS
Drive Fail Protection
Sequentialization (advanced AFAs only)

Storage 
Management

Storage 
Engines

Cost of SSD DRAM, Processor, NAND overprovisioningBlock Physical NAND Management
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Application IO Amplification Challenge

4K

40x 100 Bytes IO

TLC indirection unit

1

64K

64x
IO

1KB IO

QLC indirection unit

2

Impacts Network, Storage, SSD, CPU – Must Overprovision for 
This Extra Data Transfer and Processing

IO amplification IO amplification
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Pliops XDP Accelerates Core Storage Functions

InnoDB WiredTiger RocksDB MyISAM XtraDB

Applications 

Block Physical

Co
m

pr
es

sio
n

Enables extreme scaling for nearly all flash-based workloads

AnalyticsNoSQL SQL/NewSQL Storage
DFS

Storage 
Engines

Storage 
Management

Packing/meta data mgt (AFA or advanced SDS
Drive Fail Protection
Sequentialization (advanced AFAs only)

NAND Management

DAS
AFA
SDS/DFS

• Collapses layers into one optimal device
• Removes 50-500% of system resources
• Brings IO Amplification to theoretical 

minimums - < 1x to 3x max
• Near universal applicability
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In-Memory vs. Large Data Sets on Flash
Redis on DRAM

100s of GBs

Redis on Flash

RocksDB

100s of GBs

TBs

Redis on XDP

Pliops RocksDB API

100s of GBs

TBs

Performance ✓ X ✓
Latency ✓ X ✓
Data Set Size X ✓ ✓
RA/WA/SA - X ✓
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Cost-Effective Real-Time Decision Making for Large-
Scale Datasets

Seamlessly Scaling In-Memory CacheBusiness Intelligence 
Applications

Pliops XDP

Multi-year business insights

Gigabytes Terabytes

Unify Cache & backend Database  
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Pliops TCO Benefits Approaches

• Data Center Consolidation
• Server Consolidation
• Overall TCO Reduction
• Overall, Power Savings

• High Capacity: Reduce $/TB
• High Performance: 

Reduce $/ IOPS
• User Scalability/Multi-

Tenancy:  Reduce $/Users

Footprint Reduction Do More with the Same Infrastructure

Objective: Cost Reduction

Objective: Get More Performance and 
Scale per Capacity at Lower Cost

Macro Level : Data  Center

Micro Level: Application Level
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Pliops Setup

S1
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S22
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Redis on Flash TCO/Performance

22 Instances of 
Redis on Flash

Pliops RocksDB API
959 KIOPS per server, 

19.9ms
99.99% Latency per server

22 Instances of
Redis on Flash:

145 KIOPS  per server
79ms 99.99% Latency 

per server

Redis on Flash vs Redis with 
Pliops XDP Customer Benefits  

based on 3 years

7x ↑ 
Highe r 

Pe rform ance

86% ↓ 
TCO/IOPS
Reduction

4x ↓ 
Lower 4 9’s

Latency

Im p rove d  Cus t om e r Exp e rie nce /
Sa t is fac t ion

3.6x ↑ 
Improved
Endurance

3.84TB x 4 SSDs

Current Setup

S1

S2

S3

S4

S5

S6

S7

S8

S9

S10

...

S22

3.84TB x 4 SSDs
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Pliops Setup

S1

S2

S3

S4

S5

S6

S7

S8

S9

S10
...

S22

Redis In-Memory – TCO/Caching Advantage

22 Instances of 
Redis on Flash +

Pliops RocksDB API

Redis on Flash + XDPRedis In-Memory

3.84TB x 4 SSDs

Current Setup

S1

S2

S3

S4

S5

S6

S7

S8

S9

S10

...

S22

22 Instances of
Redis In-Memory+ 

RocksDB

Redis on Flash vs Redis with Pliops XDP 
Customer Benefits  

based on 3 years

13x ↑ 
Highe r 

Ca p a c it y

Ext e nd  Bus ine s s  Ins igh t s  from  fe w 
We e ks  t o  Se ve ra l Mont hs

92% ↓
TCO savings/TB of Redis 

Caching 
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Redis In-Memory Consolidation TCO

S1

S2

S3

3 Instances of 
Redis on Flash

Pliops RocksDB API
959 KIOPS per server, 

19.9ms
99.99% Latency per server

22 Instances of
Redis on Flash:

145 KIOPS  per server
79ms 99.99% Latency 

per server

Pliops Setup Redis on Flash vs Redis with Pliops XDP 
Customer Benefits  

7x ↑ 
Highe r 

Pe rform ance

4x ↓ 
Lower 4 9’s

Latency
3.84TB x 4 SSDs

S1

S2

Current Setup

S3

S4

S5

S6

S7

S8

S9

S10

...

S22

22

84% ↓ 
TCO Savings

Im p rove d  Cus t om e r Exp e rie nce /
Sa t is fac t ion

3.6x ↑ 
Improved
Endurance
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Conclusion

DRAM-like performance with SSD-like economics

DRAM-like 
IOPS 

@ sub-millisecond latencies

SSD-Like
economics
$ per GB of data

Low variance
in performance

Fill SSDs more and better 
SLA management

Resilient to
hit ratio

Not dependent on 
caching or 

workload tuning

Significantly
lower TCO
Lower cost and 

power

From DRAM to Flash
Gigabytes Several Terabytes
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Thank You
For more info contact
prasadv@pliops.com

http://pliops.com

mailto:prasadv@pliops.com
http://pliops.com/
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Please take a moment to rate this session. 
Your feedback is important to us. 
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