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Agenda

1 Design challenges
1 Cloud Storage system Swift modeling overview
0 Use Case study
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Cloud Storage System Design Challenges

Our custorners are comrmonly addressing these challenges:
N
v Plan storage capacity?
v Not over provisioning?
RN, v Minimize cost?
il v Meet the SLA/SLO requirements?

5 - v Predict system performance?
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Complex Cluster Architecture

Storage Processor
Network Topology Memory
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Simulation Architecture

J

H/W Allocation
HDFS Swift HBase M/R —

What-If Analysis for
0 S/W stack optimization

I Role Assignment

stem gg : 1
ooy | =3 | 0O Predict perf on varies
Standard uServer Blade Server —_— c X .
Cluster Cluster Cluster ;oa nOde, network and dISk
Utilization & ) . .
performance | 2 configuration
earcearny | 5 ) 0 Explore against users

& update

| et UMb and cluster size

Details @ ICPP-2014 paper “Simulating Big Data Clusters for System Planning, Evaluation and
Optimization” >
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Simulation Approach

Collect and Reproduce
Analyze System and Validate
Log simulation

Generate
Simulation
Report
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Swift Simulator

ad Logic View of a Swift  a Frontend model of

Cluster Slmulatlon
% Sto g\i‘u rage Node Sto g\l

6 ‘ Backend model: System prology (Star,
Proxy Node CLOS... ), Ring parsing, Node mapping,

Coroutine scheduling, Perf Lib ...

o l..
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Simulation Accuracy

7 Hardware Validation 0 Software Validation
STAR, Fat-Tree, CLOS Operation Type (PUT, GET, MIX)
1GbE, 10GbE, 25GbE, 50GbE Object Size (16KB ~ 1024MB)
HDD, SSD, NVMe Proxy worker#, Object worker#
Node count Concurrency#

Write Barrier
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Output: Workload and H/W metrics
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1 Design challenges
1 Cloud Storage system Swift modeling overview
0 Use Case study
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Case Study: Optimize one cloud storage
system

d Current: A media storage system for image
thumbnail and audio.

0 Design Goal: Achieve to 2X IOPS and
bandwidth for both small objects and large
objects in read, write and mixed scenarios.

12
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Cluster Configuration

_’ p— 163

Client Client

16MB

1x 10Gb each link
Each storage has 14 Disks
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Validation against baseline setup

BASELINE IOPS

BASELINE THROUGHPUT
120.0% 14000 120.0%
100.0% 2000 -—__“-w——-____,_._————--—«—-—__“ 100.0%
BO.0% o BO.0%
60.0% x: 0 60.0%
Q 6000
40.0% 5 A0.0%
e B -
o © Tom  maw  ww  wn wmw ww
mmBaseline B Simulation  —o-Accuracy - - Easeling  m=Simulation Accuracy
Higher than 95% average accuracy
Ready to use simulator to predict performance
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Design options

1 Software optimization
d H/W scale up: Storage, Network, CPU ‘Network

3 H/W scale out: add more nodes

CPU
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Software optimization

SDC

Disk bottleneck  Throughput of different worker numbers

Vorkers 84 Workers =#=Ratio

Network bottleneck

w
-
=
2
X
=
B
=
(=]
=
=
=1

100w 100R

Up to I.5x improvement with software optimization
Set worker count for proxy and storage to 2 or 3 times the core count
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Scale up: HDD -> SSD

Bottleneck changes from Throughput of SSD compared to HDD
(HDD) to CPU (SSD)

HDD SSD =e—Ratio

2500 Bottleneck changes from
(HDD) to Network (SSD)

2000

Network is the bottleneck
with either SSD or HDD

1000
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Expect SSDs to improve performance over HDD based storage
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Scale up: 10GbE -> 25GbE

Throughput of 25GbE compared 10GbE Faster network brings
10GbE 25GbE =e=Ratio Performa’nce gain'
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Scale u P. XxEoN E5-2695 v3 -> E5-2699 v4

Faster CPU brings Throughput of different XEON CPU types
performance gain. E5-2695 V3 E5-2699 V4 =—e=Ratio

.

Network bottleneck

BANDWIDTH (MB/S)

80R-20W 100w

16KB
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Scale-up optimization summary

Performance gain from optimization

Software| "W Storage M Network CPU
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16KB

Up to 6.73x improvement with scale-up optimization
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Scale out optimization

Performance improvement compared to 2PN_4SN
2PN_65N "m3PN_65N '®3PN_8SN 4PN
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Scale out optimization

Performance improvement compared to 2PN 4SN

Storage node bottleneck 2PN_65N 3PN_6SN M 3PN_85N 4PN_85N For |arg9 obiects. hest ratio: |2
rol_sinail_objects, best ratio: 3:8 Proxy node bottleneck
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Up to 2x improvement with scale-out optimization
Better scale up firstly, then scale out
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Optimization analysis

0 Set worker count for proxy and storage to 2 or 3 times the core
count.

0 SSD improves performance over HDD.

a3 10Gb is okay for small objects. Need to update network for large
objects.

0 CPU efficiency is high for small objects.
Better scale up firstly, then scale out.
a3 Properly configure ratio of proxy to storage server.

Q
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cofluent.intel.com
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Intel® CoFluent™ Technology

Provides system-level modeling and
simulation tooks that enable embedded
device and chip designers to imagine
and validate new concepts and
architecture

Intel® CoFluent™ Studio

Model and simulate the behavior,
timing requirements, architecture and
performal imates (throughpurt,
latency, load, power, memory, COS
any electronic syster

Intel® CoFluent™ Reader

Intel* Cofluent™ Reader allows users
10 freely share models and simulati
results and ohservations with ather
project stakeholders.

Intel® System Modeling
and Simulation

Product Packages
Intel* CoFuent™ Studio:
- Timed-Behavioral Modeling >
- System Architecting >
Intel* CoFluent™ Reader >

Professional Services

Methodology

Solutions

Contact Us
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Backup
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What’'s Inside

INTEL® COFLUENT™ TECHNOLOGY FOR BIG DATA

Solutions for big data cluster Simulation, Planning and Optimization

S D ‘16 2016 Storage Developer Conference. © Insert Your Company Name. All Rights Reserved.

=



Intel® CoFluent™ Technology
for Big Data

FASTER CLUSTER DEPLOYMENT:
Explore deployment options and meet performance goals

OPTIMIZE CLUSTERS:
Find performance bottlenecks and optimize software

operation

SCALE UP WITH CONFIDENCE:
Simulate to determine the minimum cost to meet your
future demand
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Intel® CoFluent™ Studio Based
Simulation
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(Generic Parameters B X
PROCESSOR_TVPE &R
Intel_Xeon_Processor_E5_4640 v « . ?" .
saTA DEVCE T o x Enables fast “What if?” analysis
Intel_S5D_DC_53500_Series_480GB A . -
Intel_S5D_DC_53700_Series_800GB Wlth a. VI rtual Systel II
Intel_55D_DC_53500_Series_480GB
Intel_SSD_X25_M_Series_160GB
Intel_S5D_520_Series 430GB
Standard_SATA_Drive_7200RPM_2TB
Standard_SATA_Drive_SS00RPM_2TB
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Hardware Coverage

( i@ inside™ h\\‘_/ -
eon

Validated: 700 Nodes

———

Pooled
Comput i‘

Pooled -

Memory

Pooled
110

Rack Scale
Architecture
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Fast Simulation

Simulation vs. Real Time in
minutes 71

» Hardware - 4 node Cluster (min)

Abstract 36 : /Event Driven

Modeling _ Simulation
r y -

=: B Hm BB

NUMEER (@) ONCURREN LOADING
70) §§RE Baeee Tdér 200
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Host machine to run simulations
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Swift Simulation Input

0 Workload Parameters
Concurrency
Request Size
0o S/W Settings
Role setting (proxy, storage) for each node
Object ring
Proxy/object worker number
Object size
a7 H/W Settings:
Cluster size
System Components (CPU, Disks, Memory, Network)
Network topology
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Storage Optimizing: HDD VS SSD

Storage Devices Assumed Performance

I0PS Throughput
Gtz ‘aoacity | RND4KB [RND4KB | SEQ64KB | SEQ64KE
Dewce PACY 1 100%rR | 100%wW 100%W 100%R

SSD S$3700 1TBGB 47,806 59,415 403MB/s 492MB/s

7200 RPM
HDD

1TB 390 410 180MB/s 180MB/s
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