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Eight Decades of Production Weapons
Computing to Keep the Nation Safe
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LANL HPC History Project (50k artifacts)
Joint work with U Minn Babbage Institute

TWX-910-988.1772
- BRSO KRRy

0S ALAMOS SCIEN TFIC LABORA TORY University of California

e {Cortract W-7405.216-36)
DEPARTMENT OF SUPPLY AND PROPERTY

. P.O.BOX 9g0
LLOS ALAMOS
NEW MEXIiCO

August 19, 1975 e7544
Mr. Seymour Cray
Cray Research, Inc.
P, O. Box 169
Chippewa Falls, WI 54729

Dear Mr, Cray:
This is to advise you that the Los Alamos Scientific Laboratory of the University
of California is interested in acquiring the first Cray-1 computer, scheduled for

delivery in November 1975, to handle calculational requirements beyond the
capability of our presently-installed computers.
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Not just Computing History DOE and or
HPC Storage Background LANL

Responsible for
lots of Storage
Innovation

- Lustre

- Panasas

- GPFS

- - Burst Buffers
IBM Photostore - HPSS

- Ceph

- Unitree

IBM
3850 - Datatree

- Etc.
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Extreme HPC Background

S D ‘16 2016 Storage Developer Conference. © Los Alamos National Laboratory. All Rights Reserved.

*

gty =

-'.-": & ~

- -



Simple View of our Computing Environment

SDC
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i [sitescratch(s) i [sitescratch(s)
Capacity f Capacity f
. . . ome . ome
4BF;B Premier Machine Joealecrateh(e) machines | joroject machines | /project
oCalsCcratcngs
2 2PB Dram /sitescratch(s) ~50-300 R ~50-300
TB/S /home TB Dram TB Dram
Jproject
Private General IO General IO General 10 el
IO Nodes Nodes Nodes Nodes P?;gde
Private f—J—L—fx balanced
1B f _ Batch File movers
Local IElleti:fanet Transfer flocalscratch(s)
Scratch Routers/switches Age nts /sitescratch(s)
100 PB {damselfly) ~100 at 2-8 fhome
ject
1TB/sec GB/sec per ‘;p;;ée
1-4 Weeks . Jfanalytics
. Interactive (HDFS other)
Site Scratch FTA)
10's PB WAN FTA(s)
100 GB/sec Special Gbrra/eec
1-4 Weeks Security
Rules
-ee .
HPS5100 NFS Analytics
Site Scratch PB /home machine [sitescratchis)
10’s PB 10 GB/sec /project potentially fanalytics  (HDFS ot-her}
100 GB;"SEC Forever disk full;’blg Use HDES — POSIX Shim for
1-4 Weeks oarallel memory access to POSIX resources
Tape with
Disk Cache HDFS?
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Current Largest Machine Trinity

0 Haswell and KNL

0 20,000 Nodes

0 Few Million Cores

0 2 PByte DRAM

0 4 PByte NAND Burst Buffer ~ 4 Thyte/sec

0 100 Pbyte Scratch PMR Disk File system ~1.2 Tbhyte/sec
m

30PBytel/year Sitewide SMR Disk Campaign Store ~ 1
Gbyte/sec/Pbyte (30 Gbyte/sec currently)

0 60 PByte Sitewide Parallel Tape Archive ~ 3 Gbyte/sec
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A not so simple picture of our

environment 5 30-60MW

3 Single machines in the
10k nodes and > 18
MW

) il O Single jobs that run
==

= across 1M cores for

o months
| 0 Soccer fields of gear in
3 buildings

1 20 Semi’s of gear this
summer alone

A

g

Pipes for Trinity Cooling

c el
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HPC Storage Area Network Circa 2011
Today high end is a few TB/sec

PaScalbb 12 Lanes Future late 2011 ~1TByte/sec

Master & Core network
Mt Misc. switch
18 170 nodes
36 10gige links
Typhoon . NFS
e F10 E1200i

24 106G links
2 10 GlGea links

F10 E1200i F10 E1200i ="1 F10 E1200i F10 E1200i F10 E1200i F10 E12000 HPSS

11 T 17

F10 E1200 F10 E1200 F10 E1200 F10 E1200 F10 E1200 | FloE1200 L BRIz
Current Storage
Area Network is

a few

e Tbhytes/sec,

= mostly IB, some
o= 40/100GE

l"l.
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HPC IO Patterns
N-to-N N-to-1 Strided

Ty . Hp Ty - Hp, Ty, . Hp,

Process 0 Process 1

Process 0 Process 1 Process2

Million files inserted into a single directory at the same time
Millions of writers into the same file at the same time

Jobs from 1 core to N-Million cores

Files from O bytes to N-Pbytes

Workflows from hours to a year (yes a year on a million
cores using a PB DRAM)
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Because Non Compute Costs are Rising
as TCO

1 Workflows are necessary to specify
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Workflow Taxonomy from APEX Procurement
A Simulation Pipeline

::gljtl Checkpoint Analysis
Durm

Deck 5] Data Sat

Forewver

5 = 15x par pipeline

Checkpoint Timestep Sampled APEX WDI'kﬂOWS
Dump Data Set Data Set
LANL, NERSC, SNL

SAND2015-10342 O
LA-UR-15-20113
Dump Data Set
Temporary

Data Retention Time

' I E e r*IMTTI \ HM"I, 4 Y4 e )
k4
Setup/
Parameterize/ Job | Simulate | Job Down- Fost- Vi
Create Begin | Physics | End Sample Process .
Geometry
\ g
o AN =\ AN AN Y
% Phase 51 % Phase 52 % Phase S3 % Phase 54 % Phase 55

I

Simulation Sc‘llrence Pipeline Fﬁ. -
o

Figure 1: An example of an APEX simulation science workflow. -



Workflow Data That Goes With the Workflow
Diagrams

Tri-Labs workload

™ i T NERSC workload
Workflow EAP LAP Silverton | WPIC | DakotaA | DakotaS | Pending | ALS CESM GTS HipMer | Materials MILC | Sky Survey
Workflow type Sim Sim Sim Sim Sim/UQ ug Pen:llni HTC Sim Sim HTC Sim Sim HTC
Site Workload
percentage 60| 5 15 10 10te15| 10to1l5 100{ <1 3 1 <1 7 5 <1
Representative
workload percentage 20 2 5 3 4 4 33| 3 [ 6 7 18| 11 3
Number of Cielo cores 65536] 32768 131072 700000 131072 65536 100{ 2064 16384) 960/ 24000 100000 24
Number of workflow
pipelines per allocation ito15 ito 5 1to10| 5to10)100to 1000] 50 to 200| 10760) 8 100 100| 100| 1000 21000
Number of
simultaneous
allocations 201025 2o 3 2o 3 2to3) Stold] Stold B
Anticipated increase in
problem size by 2020 10to 12x| &to12x [ 10x 2todx 1x 1k 16to 23x Sxl 1x] 10to 25x% 1x x|
Anticipated increase in
workflow pipelines per
allocation by 2020 1x 1x 1x! 1x 2to By 2% 5% In 1x 50u 1x T 2.38x|
Data retained
(percentage of memory)|  910.00] 3050.00 1205.000 545.25 415.00) 25.07 285.63| 835.37 15.57] 100.54] 135.42 103.38 11.57|
During pipeline 50.00f 85.00 32000, 22275 20000 015 147.68, 0.29) 0.68) 3434 2083 10253 2.16{
Analysis 2000]  10.00) 5000  200.00) 5.00| 126.57 34.34 20.83 2.16]
Checkpoint 30.00f  75.00 210001 1875 10.00| 0.15 0.29 0.68]
Input 70.00) 5.00) 5.00| 0.00) 21.100
Qut-of-core 102.53
During Allocation 240.00] 210.00 480.000 14250  345.00 0.00| 21.10, 0.62
Analysis 60.00)  &0.00] 50.00]  100.00) 40.00) 21.10f 0.62
Checkpaoint 18000 150000 420000 3750  300.00f
Input 0.00]  o.00f 5.00] 5.00] 0.00|
Forever 620.00) 2755.000  405.00] 180.00| 40,00,  24.93 116.84]  835.08  14.89 66.20)  114.58| 0.23 9.41
Analysis 500.00] 2500.00 5000  130.00 35.00| 24.44 106.29]  B08.14 14 29| 0.36 114.58 0.12 0.62
Checkpoint 100.00f 250.00f  400.00f  50.00) 0.49 26.94
Input 20.00| 5.00] 5.00] 10.55 0.00] 55.83) 0.00] 0.12 £.79)




Enough with the HPC background
Why do we need one of these MarFS things?
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Economics have shaped our world
The beginning of storage layer proliferation 2009

5 in Millions for 10 Subsystem for Machine Progression Buyingdisk J ECOn0m|C mOdellng fOr
il o forBWis large burst of data from
for Capacity — EXpensive memory shows

bandwidth / capacity

is expensive _
$ e better matched for solid
: AlIMLE state Storage near the
— i compute nodes
: Hybrid is at
Dlskb.uyfnr______“_ least within
capacity, get T reason
BW for Free l 2010 12 2014 2016 2013
Hdwr/media cost 3 mem/mo 10% FS
= Economic modeling for 25,000,000
archive shows bandwidth / $20,000,000 m = new servers
capacity better matched for 15,000,000 -  new disk
. new cartridges
dl Sk $10,000,000 .t g
$5,000,000 I _ ® new drives
%0 B M new robots

-
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What are all these storage layers?
Why do we need all these storage layers?

HPC After Trinity
1-2 PB/sec
Memory Residence — hours
HPC Before Trinity Overwritten — continuous
4-6 TB/sec
DRAM Memory Burst Buffer Residence — hours
Overwritten — hours
Lustre 1-2 TB/sec
Parallel File Parallel File System ‘l Parallel File System Residence — days/weeks
System Flushed — weeks
HPSS 100-300 GB/sec
Parallel Archive Campaign Storage Residence — months-year
Tape Flushed — months-year

. 10s GB/sec (parallel tape
Archive Residence — forever

3 Why

BB: Economics m  Campaign: Economics (PFS Raid too expensive,
. : PFS solution too rich in function, PFS metadata
(disk bw/iops too not scalable enough, PFS designed for scratch
' use not years residency, Archive BW too
expenswe) expensive/difficult, Archive metadata too slow)
; — a

i .
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The Hoopla Parade circa 2014
DDN CRANY

THE SUPERCOMPUTER COMPANY

STORAGE Data Warp

INFINITE
MEMORY
ENGINE

Exascale Coamgpute DN (IME] DD 5FA DN WS
Plattorm Burst Bulfer Tiar Farsistant Siorage Tier Archival Storags Tier

Basively Pasalinl High-Spend FHie Héigh-Speod, High- Poswer Fificiant, High-
Proceisams 4 Netwodk Caching Applamoes Capazity, Block & File Capacity Object Cloud

Powered By
Dilithium Crystals

Time
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Isn’t that too many layers just for storage?

Factoids
(times are
changing!)

IOPS/BW Tier LANL HPSS = 53
PB and 543 M

files

Memory

Memory

Burst Buffer

Parallel File System (PFS) |»

Parallel File System (PFS) Trinity 2 PB

memory, 4 PB

) ) flash (11% of
Capacity Tier HPSS) and 80 PB
PES or 150%

Diagram
courtges of HPSS)
Archive y Archive
rc John Bent
EMC Crossroads may

have 5-10 PB
1 If the Burst Buffer does its job very well (and indications memory, 40PB

solid state or

are capacity of in system NV will grow radically) and 100% of HPSS
campaign storage works out well (leveraging cloud), do
we need a parallel file system anymore, or an archive?

Maybe just a bw/iops tier and a capacity tier.
Too soon to say, seems feasible longer term

-
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| doubt this movement to solid state for
BW/IOPS (hot/warm) and SMR/HAMR/etc.
capacity oriented disk for Capacity
(cool/cold) is unique to HPC

Ok —we need a capacity
tier
Campaign Storage

-Billions of files / directory
-Trillions of files total

-Files from 1 byte to 100 PB
]:!\I/Iultiple writers into one
e

What now?




Won't cloud technology provide the
capacity solution?

O
O
O

Erasure to utilize low cost hardware
Object to enable massive scale
Simple minded interface, get put delete

Problem solved --- NOT

Works great for apps that are newly written to use this
Interface

Doesn’t work well for people, people need folders and
rename and ...

Doesn’t work for the $trillions of apps out there that
expect some modest name space capability (parts of
POSIX)
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How about a Scalable Near-POSIX Name

Space over Cloud style Object Erasure?
0 Best of both worlds

Objects Systems
7 Provide massive scaling and efficient erasure techniques

7 Friendly to applications, not to people. People need a name
space.

7 Huge Economic appeal (erasure enables use of inexpensive
storage)
POSIX name space is powerful but has issues scaling

d The challenges

Mismatch of POSIX an Object metadata, security, read/write
semantics, efficient object/file sizes.

No update in place with Objects
How do we scale POSIX name space to trillions of files/directories
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Won't someone else do it, PLEASE?

a3 There is evidence others see the need but no magic bullets yet: (partial list)

Cleversafe/Scality/ EMC VIPR/Ceph/Swift etc. attempting multi-personality data
lakes over erasure objects, all are young and assume update in place for posix

GlusterFS is probably the closes thing to MarFS. Gluster is aimed more for the
enterprise and midrange HPC and less for extreme HPC. Glusterfs is a way to
unify file and object systems, MarFS is another, aiming at different uses

General Atomics Nirvana, Storage Resource Broker/IRODS optimized for WAN
and HSM metadata rates. There are some capabilities for putting POSIX files
over objects, but these methods are largely via NFS or other methods that try to
mimic full file system semantics including update in place. These methods are
not designed for massive parallelism in a single file, etc.

EMC Maginatics but it is in its infancy and isnt a full solution to our problem yet.
Camlistore appears to be targeted and personal storage.

Bridgestore is a POSIX name space over objects but they put their metadata in a
flat space so rename of a directory is painful.

Avere over objects is focused at NFS so N to 1 is a non starter.
HPSS or SamQFS or a classic HSM? Metadata rates designs are way low.
HDFS metadata doesn’t scale well.
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What i1s MarFS?

O

a d

Near-POSIX global scalable name space over many POSIX and non
POSIX data repositories (Scalable object systems - CDMI, S3, etc.)

(Scality, EMC ECS, all the way to simple erasure over ZFS’s)
Modest performance goals, 1 GB/sec per PB unlike our PFS’s

It scales name space by sewing together multiple POSIX file systems
both as parts of the tree and as parts of a single directory allowing
scaling across the tree and within a single directory

It is small amount of code (C/C++/Scripts)

A small Linux Fuse

A pretty small parallel batch copy/sync/compare/ utility

A set of other small parallel batch utilities for management

A moderate sized library both FUSE and the batch utilities call
Data movement scales just like many scalable object systems

Metadata scales like NxM POSIX name spaces both across the tree and
within a single directory

It is friendly to object systems by
Spreading very large files across many objects
Packing many small files into one large data object
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What it i1s not!

1 Doesn’t allow update file in place for object data
repo’s ( no seeking around and writing — It isnt a
parallel file system)

3 The interactive use - FUSE

Does not check for or protect against multiple
writers into the same file, batch copy utility or
library for efficient parallel writing)
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MarFS Scaling

MarF5s
Namespace ar Namerspace
. : | o :
ProjectA Dir ProjectN Dir
Yy
DirA DirB N DirA DirB
""'-l-n-...___“| _-I-____-'
DirA.A - N DirA.A -
T — m —
DirA.A. ‘ DirA.A.B - e DirA.A.A‘ DirA.A.B -
—_— S —
K - o l
DirA.A.A.A - " || pira.AAA
Namespaces g
MDS holds _ : .
Directory ~ PFS PFS |[PFS [/ PFS PFS PFS | PFS | PFS
Metadata MDS mpDs | mps /| mps MD5S MDS | MDS | MDS
A A1 | A A.M N N.1 N.2 | N.M

N X M MDS File Systems

(for metadata only)

Packed
Object File
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File Metadata is hashed
over M multiple MDS

VIult

C I

Object Repo X

Striping across 1 to X Object Repos
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Simple MarkFS Deployment

Users do data
movement here

Interactive FTA
Have your
enterprise file
systems and
MarFS mounted

Obj Obj
md/da md/da
ta ta
server server

Data Repos

Batch FTA
Have your enterprise file
systems and MarFS
mounted

Separate interactive and

batch FTAs due to object

security and performance
reasons.

Batch FTA

Have your enterprise file
systems and MarFS

mounted

Metadata Servers

GPFS
Server
(NSD)

GPFS
Server
(NSD)

Dual Copy Raided enterprise
class HDD or SSD
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MarFS Internals Overview Uni-File

/MarFS top level namespace aggregation

/GPFS-MarFS-md1 /GPFS-MarFS-mdN

Dirl.1

trashdir
Dir2.1

UniFile - Attrs: uid, gid, mode, size, dates, etc.
Xattrs - objid repo=1, id=0bj001, objoffs=0, chunksize=256M, Objtype=Uni,
NumObj=1, etg.

v

Object System 1 /‘v/ Object System X
%bjom
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MarFS Internals Overview Multi-File
(striped Object Systems)

/MarFS top level namespace aggregation

/GPFS-MarFS-md1 IGPFS-MarFS-mdN

Dirl.1

trashdir
Dir2.1

MultiFile - Attrs: uid, gid, mode, size, dates, etc.
Xattrs - objid repo=S, id=0bj002., objoffs=0, chunksize=256M, ObjType=Multi,

NumObj=2, etc\

v
/

Object System 1 /v Object System X
%bjooz.l

ODbj002.2

s D ‘16 2016 Storage Developer Conference. © Los Alamos National Laboratory. All Rights Reserved.



QWO ~DZ

» —~ g

MarFS Internals Overview Packed-File

/MarFS top level namespace aggregation

/GPFS-MarFS-md1 IGPFS-MarFS-mdN

Dirl.1

trashdir
Dir2.1

UniFile - Attrs: uid, gid, mode, size, dates, etc.
Xattrs - objid repo=1, id=0bj003, objoffs=4096, chunksize=256M, Objtype=Packed,
), etc.

J / Object System X
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Pftool — parallel copy/rsync/compare/list tool
0 Walks tree in parallel, copy/rsync/compare in parallel.
7 Parallel Readdir’'s, stat's, and copy/rsinc/compare
Dynamic load balancing
Restart-ability for large trees or even very large files
Repackage: breaks up big files, coalesces small files
To/From NFS/POSIX/parallel FS/MarkFS

. D]
| Dirs Queue - - J 0
! Readdir 5 n
Load = | ° | Reporter
Balancer Stat il |
Scheduler { Stat Queue S
|
Copy/Rsync/Co H e
mpare u
‘ Cp/R/C Queue 0 €
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How does it fit Into our environment In

1B

Local
Scratch
100 PB
1 TB/sec

1-4 Weeks

Site Scratch
10’s PB
100 GB/sec
1-4 Weeks

eee

Site Scratch
10’s PB
100 GB/sec
1-4 Weeks

45'}55 Premier Machine
2 2PB Dram
TB/S
Private General IO
IO Nodes Nodes
Priuate_,f—fl""'?f

[localscratch(s)
[sitescratch(s)
/home

/project

HPS5 100
PB
10 GB/sec
Forever

Site
1B/Ether/Lnet -
Routers/switches
(damselfly)

NES
/home
/project

Parallel

Tape with
Disk Cache

i /[sitescratch(s)
Ca paFlw [home
machines | soroject
~50-300 ces
TB Dram
General IO
Nodes

/Campaign\
MarFS 100's
PB
100's
GB/sec
Few Years

wrasurE/

Analytics
machine
potentially
disk full/big
memory
HDFS?

Y16

Capaci [sitescratch(s)

P . w /home
machines | /project
~50-300
TB Dram

General 1O "
Paralle
Nodes oad
balanced

Batch File movers

Transfer /localscratch(s)

Agents /sitescratch(s)

~100 at 2-8 ithE
project
GB/sec per Jcampaign
: HPSS
r Interactive Janalytics
FTA(s) (HDFS other)
WAN FTA(s)
1 100(s)
SSEDCTJ??[L Ghits,=ec
Rules

[sitescratch(s)
[fcampaign

fanalytics

(HDFS other)

Use HDFS — POSIX Shim for
access to POSIX resources



Open Source
BSD License
Partners Welcome

https://github.com/mar-file-system/marfs
https://github.com/pftool/pftool)

Thank You For Your
Attention

» Los Alamos

NATIONAL LABORATORY
EST.1943

ﬁ.. ._ ot
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https://github.com/mar-file-system/marfs
https://github.com/mar-file-system/marfs
https://github.com/mar-file-system/marfs
https://github.com/mar-file-system/marfs
https://github.com/mar-file-system/marfs
https://github.com/mar-file-system/marfs
https://github.com/pftool/pftool
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