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Application Lifecycle & Challenges in 
Virtual Environment 

3 

 

Lo
ad

 

Time 

Workload2 

Lo
ad

 

Time 

Workload3 

Lo
ad

 

Time 

Workload4 

Lo
ad

 

Time 

Workload1 – Railway 
Reservation 

 Physical Resource 

Lo
ad

 

Time 

Workload2 – Social 
Media 

Lo
ad

 

Time 

Workload3 – Corporate 
Portal 

Lo
ad

 

Time 

Workload4 – Online 
Retail 

Lo
ad

 

Time 

Workload1 – Railway 
Reservation 

V
ir

tu
al

 E
co

sy
st

em
 

Performance  
Interference Emergency  

Booking 
Festival  

Time 

World Wide  
Event 

Quarterly  
Results 

Product Promotion / Sale 

 Virtual  
Resource  

Pool 

Hypervisor 

CPU Memory Disk NIC 

Resource 
Contention…. ??? 

Solution 

   Add more 
nodes in the 

cluster ? 

 Virtual 
Machine 

Movement? 

1 

2 
Un-utilized 
resource 

Challenge 

QoS  
Threshold 

Virtual Compute 

Virtual Network 

Virtual Storage 

Lo
ad

 

Time 

Workload4 

Lo
ad

 

Time 

Workload2 

Lo
ad

 

Time 

Workload3 

Lo
ad

 

Time 

Workload1 



2016 Storage  Developer Conference. © Tata Consultancy Services.  All Rights Reserved. 
 

Elastic Controls - Key QoS   

4 

 
Compute 

Storage 

Node  
Boundary 

Class of Services 
(CoS) 
 Tag Control Information 
 Prioritization bits (0 -7) 
 802.1P 

Type of Service (ToS) 
 DSCP (Differential 

Services Code Point: 0 to 
63) 

 IP Precedence (0 – 7) 
 

 # of Virtual CPU   
 % Memory 
 DMA           
 I/O request size 

   

 MTU size                      
 Max Packet size 
 Max bit rate                
 Network wait time    
 NetIOC 
 Transmission delays 

 Disk queue length   
 Disk I/O wait time 
 Seek delay            

Prioritization Controls 

Req1 

Layer2 Layer3 

Req2 

Req3 

Network 

  %CPU 
  Pages Exchange 
  Context Switch 
  Concurrence 

 Disk priority 
 % Read-write 
 Rotational delay 



2016 Storage  Developer Conference. © Tata Consultancy Services.  All Rights Reserved. 
 

QoS Grid – An overview 
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QoS Grid - Building Blocks 
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QoS Grid Operations 
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Co-existence of workloads through QoS 
Grid effect (Indicative) 
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