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Hard Problems You’re Trying to Understand 

 How to most accurately test all solid 
state storage arrays 

 Approaches for assessing storage  
performance 

 How to select the best methodology 
for real application(s) 

 Find proven strategies to size arrays 
and help avoid over-design and over-
provisioning 

Presenter
Presentation Notes
We’ve had 50 years to refine HDD performance optimization and testing best practices
People have only been seriously writing about flash testing for perhaps 3 years, with most content just happening in 2014
People are moving to flash; the question is … which apps first?  Which will give the best return?
Where do AFAs really pay for themselves, and where are the advantages marginal?
Peter, does this about cover it?  BTW, you really look different with a cowboy hat.
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Application Emulation 
 The best way to test all solid state arrays is to emulate real applications 
 Temporal locality 

 When data is written/read 

 Spatial locality 
 Where data is written/read 

 Data content patterns 
 Random or compressible 
 Pattern repetition 

 Bursts 
 Bursts are present in applications 

Change 
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The Journey: How Did we Get Here? 

 Early storage testing was oversimplified 
 Testing programs designed for disk drives 

 Did not represent actual applications 
 Could not emulate temporal or spatial locality 
 Did not emulate Data Content 
 Did not burst 

 Difficult or impossible to: 
 Emulate varying load on many LUNs 
 Configure metadata and data structures required to 

emulate file-based applications  
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SS Arrays Require New Storage Testing Methods 

 Applications exhibit spatial and temporal locality 
 Modern solid state arrays are designed with this in mind 

 Much data content can be reduced 
 Data is random or compressible 
 Data can also be de-duplicated 
 All content types are present in most applications 

 Some arrays must be tested with locality and content 
 Data reduction is a key feature - can’t be turned off 

 Data is sent in bursts 
 It’s a feature, not a bug 
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The World has Changed 
 Disk drives have not increased in performance in years 

 For years, drives were the primary network storage bottleneck 
 Processors, networks, architectures got better 
 Short-stroking and other techniques had limited effect 
 Data reduction caused unacceptable transaction times 

 Solid state memory technologies change this model 
 “Reading is free” 

 Read access time is uniform 

 Unaffected by data location 

Presenter
Presentation Notes
We’ve had 50 years to refine HDD performance optimization and testing best practices
People have only been seriously writing about flash testing for perhaps 3 years, with most content just happening in 2014
People are moving to flash; the question is … which apps first?  Which will give the best return?
Where do AFAs really pay for themselves, and where are the advantages marginal?
Peter, does this about cover it?  BTW, you really look different with a cowboy hat.
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 Typically slower than reading 
 Write cycles are limited, so writing often performed at a page level 
 Inserting or appending existing data causes write amplification 
 So, modern solid state storage arrays avoid writing 
 Some always append, then reclaim stale memory pages 

 Flash write access time is implementation dependent 
 Sequential writing speed may be impacted 
 Random writing can impact garbage collection 

 Data reduction may require post-processing 
 Sustained writes may affect write performance over time 

Writing to Solid State Arrays 

Writing is Hard 

Presenter
Presentation Notes
We’ve had 50 years to refine HDD performance optimization and testing best practices
People have only been seriously writing about flash testing for perhaps 3 years, with most content just happening in 2014
People are moving to flash; the question is … which apps first?  Which will give the best return?
Where do AFAs really pay for themselves, and where are the advantages marginal?
Peter, does this about cover it?  BTW, you really look different with a cowboy hat.
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 All application traffic is sent in bursts 
 Clients send at full rate - transactions are not metered 
 They occur during both quiet and busy periods 

 Applications complete transactions as quickly as possible 

 Test tools that send metered traffic are worse than unhelpful 
 Testing that does not include bursts: 

 Cannot demonstrate how a storage array will behave in production 
 Should not be used to evaluate storage arrays 

 More information: http://tinyurl.com/zg5x3dk 

“Bursty” Writes are Inherent to Application Traffic 
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How is Flash Different? 
 Addressable storage space usually less than raw space 
 May help avoid performance issues during garbage collection 
 Other methods are available to avoid performance issues 

 Can help increase flash life 

 Dedupe & compression decrease app storage requirements 
 More storage per nominal byte 
 But may impact performance 

 

Presenter
Presentation Notes
Here, we’ll cover the top issues, not every possible difference … Peter, can  you take us though these 5?
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How Else is Flash Different? 
 Metadata processing makes it harder to fill an array 
 Testing at near full capacity required to understand array performance 
 May require using multiple workloads or scaling workload very high 
 Garbage collection or metadata processing may affect performance 
 Testing with hotspots crucial to modeling application behavior 
 Software services & protocols often run differently on SSD than on HDD 
 

Presenter
Presentation Notes
Here, we’ll cover the top issues, not every possible difference … Peter, can  you take us though these 5?
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Storage Performance 
 Vendor marketing have good stories 

 But don’t confuse marketing with reality 
 Vendors endorse performance testing with your workloads, derived from 

production environments, via synthetic workloads 
 Vendors and standards organizations produce benchmarks, but they are 

guidelines at best 
 Benchmarks don’t offer configuration guidance – and don’t represent your 

workloads 
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Typical Performance Testing Questions 
 Which is the best storage technology for a specific requirement?  

• All Solid State (AFA, NVMe)? 
• Hyper-converged array? 
• Hybrid array? 
• All-disk array? 
• Private or public cloud? 

 Which is the best vendor / product for a specific requirement? 
 What is the optimal configuration for a specific requirement? 
 Does performance degrade with enterprise features enabled? 
 Deduplication 
 Compression 
 Snapshots, Clones, Replication 

Presenter
Presentation Notes
Peter, you’re the guy who gets the questions … do  you want to go over these?
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Other Performance Testing Questions 

 What are the performance limits of a particular configuration? 
▸ How will an application grow over time? 

 How does an array behave when it reaches its performance limit?   
 Does array performance degrade over time?  

 

Presenter
Presentation Notes
Peter, you’re the guy who gets the questions … do  you want to go over these?
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Traditional Storage Testing Approaches 

 Limits finding  

 Functional testing  

 Error Injection  

 Soak testing 

 

Presenter
Presentation Notes
Before we get into specifics, let me briefly cover some terms that it’s useful to understand.


Limits finding – determining the workload conditions that drive performance below minimal thresholds, and the documenting of storage behavior at failure point
Functional testing – the investigation under simulated load of various functions of the storage system (e.g., backup, etc.)
Error Injection – the investigation under simulated load of specific failure scenarios (e.g., fail-over when a drive fails)
Soak testing – the observation of the storage system under load sustained over significant time (e.g., 2 days, 1 week)
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Performance Profiling 
Fully characterize performance of 
arrays under wide variety of load 
parameters 
 

Workload Modeling 
Simulate the I/O profiles of your 
production environment 
 

Storage Performance Validation 
2 core methodologies 

Technology Evaluation 
Flash, NFSv4, FCoE,  
OpenStack, Ceph, …  
 

Change  
Validation 
Effect of HW and 
SW changes 

Pre-Production 
Staging Validation 
Hot staging and burn-in   

Product  
Evaluation 
Best product for 
your workloads  

Configuration  
Optimization 
Tiering, caching, 
HDD/SSD mix, … 

Storage  
Life Cycle 

Presenter
Presentation Notes
Talk to slide
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Performance Profiling  
 Performance Profiling 

 Characterization under a wide range of workload conditions 

 Understand sweet spots and weaknesses of an array 

 Sometimes referred to as “4 corners” or “limits” testing, but you 
can do much more than that 

 Vendors need these tests to validate portions of a storage array 
 Applications don’t act like performance profiles 
 Some exceptions; e.g. block sizes, queue depth, outstanding commands 

 Extraordinarily difficult with free tools 

Presenter
Presentation Notes
This methodology is sometimes called “performance corners methodology” or “multi-dimensional benchmark”.  It provides a very useful outline of the workload-to-performance relationship, and in some cases is sufficient to support the engineer’s decisions.  .  The objective of intelligent performance profiling is to characterize the behavior of a storage system under a large set of workload conditions.  Doing so provides the storage engineer with a map of the behavior of the storage system: it makes it easy to understand where sweet spots or bottlenecks may be, or what workload attributes most directly affect the performance of the system.  Engineers can then use this information to optimally match their workloads and storage systems.  

In the Load Dynamix application, this methodology is enabled by an iteration workflow that allows the user to iterate on any of the many workload characterization attributes exposed by Load Dynamix workload models (areas such as load profile, block size, command mix, etc).  This workflow can result in tests that stress the storage system under hundreds or even thousands of workload configurations, with automated test execution, aggregation of data and presentation of results.  Below in figure 1, is an example of the input screen of the Iterator function that runs 1,440 tests.  In it, we input a small subset of the possible parameters we can iterate on …
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Performance Profiling  

Presenter
Presentation Notes
This is an example of the input screen of the Iterator function that runs 1,440 tests.  In it, we input a small subset of the possible parameters we can iterate on …
•	6 values for access pattern, 5 values for block size and so on
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Performance Profiling 
(continued)   

Presenter
Presentation Notes
We see a portion of the results of a test we ran on an XtremIO array. In this figure, we’ve sorted on the IOPS column to find the configuration that results in the greatest IOPS.�

In this figure, we’ve sorted on the IOPS column to find the configuration that results in the greatest IOPS.  Peter?�
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Performance 
Profiling 
Fully characterize performance 
of arrays under wide variety of 
load parameters 
 

Workload Modeling 
Simulate the I/O profiles of 
your production environment 
 

Workload Modeling 

Technology Evaluation 
Flash, NFSv4, FCoE,  
OpenStack, Ceph, …  
 

Change  
Validatio
n 
Effect of HW 
and SW 
changes 
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Validation 
Hot staging and burn-in   

Product  
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Best product 
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Configuration  
Optimization 
Tiering, caching, 
HDD/SSD mix, … 

Storage  
Life Cycle 

Presenter
Presentation Notes
Talk to slide
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Workload Modeling 
 Stresses an array using a realistic simulation of specific 

production workload/s 
 For IT customers, from your current environment 

 For vendors, using customer examples or “dog food” 

 Realisic I/O profiles are the most accurate way to test 

 Packet traces offer limited utility in testing 
 Huge volume of data 

 Short duration 

 Security concerns 

 

Presenter
Presentation Notes

Workload Modeling goes to a greater level of detail: the objective is to stress a storage system under a realistic simulation of the workload(s) it will be supporting in production.  An example may be a mission critical Oracle-based application whose behavior and performance must be carefully assessed and modeled.  Workload Modeling requires a pre-requisite knowledge of the characterization of the workload(s), usually based on the engineer’s knowledge of the application and data typically provided by storage monitoring utilities. 
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Workload Modeling 
(continued)  
 

Presenter
Presentation Notes
Here’s an example report of a workload model test.  We helped a customer compare two NAS systems.  One not only had better response times for the simulated application, but the performance was much steadier, more predictable.
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Where Does Workload Modeling Come From? 
 Customers ask for workload models 

 IT customers want models of their workloads 
 Vendors want “the” workload 

 Oracle, Exchange, etc.  

 IT customers ask to help make better decisions about: 
 Upgrading storage hardware or software 
 Changing storage network configuration 

 Vendors ask for help to: 
 Test customer examples/issues 
 Find realistic scaling limits to test app growth over time 

Presenter
Presentation Notes
Here’s an example report of a workload model test.  We helped a customer compare two NAS systems.  One not only had better response times for the simulated application, but the performance was much steadier, more predictable.
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Result: A New Modeling Method 

 Cloud-based workload modeling 
 Community-based workload sharing 
 Workload model that be ingested into Virtual 

Networks load generation 
 More realistic and scalable than benchmarks 

Presenter
Presentation Notes
Here’s an example report of a workload model test.  We helped a customer compare two NAS systems.  One not only had better response times for the simulated application, but the performance was much steadier, more predictable.
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Workload Central Beta 
 WorkloadCentral is a free cloud-based 

analytics platform and community that allows 
you to understand analyze, create and share 
workloads.   

 Available at: www.workloadcentral.com 
 Key Features: 

 Free workload analysis & creation 
 Advanced workload analytics  
 Workloads for validation, testing & 

benchmarking  
 Workload Library, community & discussion 

Presenter
Presentation Notes
Here’s an example report of a workload model test.  We helped a customer compare two NAS systems.  One not only had better response times for the simulated application, but the performance was much steadier, more predictable.
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 The Workload Importer offers: 
 Ability to upload data from any vendor 

or environment 
 Out of the box import policies  
 Analysis policies provide flexibility to 

define different workloads 
 
 

Uploading Your Workload Data 
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 A free downloadable, printable 
report and dashboard that provides: 
 Workload access pattern  
 Workload behavior characteristics 
 Workload performance 
 Workload creation 

 

Visualizing Your Data with the Workload 
Analyzer 
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Workload Modeling 
Simulate the I/O profiles of your 
production environment 
 

Running a Block-Based Workload Model 

Technology Evaluation 
Flash, NFSv4, FCoE,  
OpenStack, Ceph, …  
 

Change  
Validation 
Effect of HW and SW 
changes 

Pre-Production Staging 
Validation 
Hot staging and burn-in   

Product  
Evaluation 
Best product for your 
workloads  

Configuration  
Optimization 
Tiering, caching, 
HDD/SSD mix, … 

Storage  
Life Cycle 

Presenter
Presentation Notes
Thanks Peter.  Again, the details can be found in the whitepaper on the LDX website.  Now let’s move on to workload modeling.
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1. Characterize Workload I/O 
 Per-LUN I/O: 

 Read-Write Mix 
 Random or sequential access 
 Hot spots and hot spot drift 

 Data Content 
 Randomness 
 Compressibility 
 Unique vs. duplicated blocks

  

Presenter
Presentation Notes
2
Test effect of MPIO
With your real workload models, test the impact of MPIO failures.
Choose MPIO model you plan to use and test scenarios, as it is important to consider the different ways a failure can occur and test the impact.
Pulling switch cables will not behave the same effect as actually removing power from a controller. Both are valid tests.

Test effect of maintenance activities
With your real workload models, test the impact of configuration changes in the environment.
Upgrade firmware, pull a drive, change vendor settings on the arrays etc.

Test at or near full capacities
Identify the maximum point at which performance is neither degraded nor unstable.
Test at near the max usable capacity recommended by the AFA vendor to assess the performance benefit of over-provisioning.  
Typical recommendations are 90, 95%, and 99% to assess the performance benefit of over-provisioning.  
Test effect of other data mgmt activities
Depending on how these are implemented, there may be performance impacts to their use and must be accounted for in the workload modeling.  Their effects may be different than what your find in HDD systems.
Test with a backup workload, snapshots, and replication, if supported by your vendor.
Test effect of QoS
If you plan to use QoS, then run your tests with it configured for how you plan to use it, testing its ability to consistently deliver defined performance in mixed workload environments, as the load scales.  
Follow QoS specifications.
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2. Determine Data Content Patterns 
 Consist of repeating and non-repeating patterns  

 Random or compressible 
 Consist of varying pattern lengths 
 Data content patterns 

 Create during preconditioning 

 Data content streams 
 Create during preconditioning 
 Replay during testing 

<.ËT#(âÝ.Èeª..ñn.ä2Õ.Šx7žv.x…GöÃc;.¼Â<.ËT#(âÝ.Èeª..ñn.ä2Õ.Šx7žv.x…GöÃc;.¼Â<.ËT#(âÝ.Èeª..ñn.ä2Õ.Šx 

  
Repeating non-

compressible pattern 
Repeating non-

compressible pattern 
Repeating non-

compressible pattern 

Presenter
Presentation Notes
First up … you need to determine your data content patterns.  Peter, this is your slide.
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3. Build I/O Models 
 Decide when to model 
 Boot storm 
 Everyday office load 
 Backups 
 End of period processing 

 Month, Quarter, year end 
 Test primary models individually 
 Test periodic models on top of everyday 

load 
 Magnify load to test expected maximums 

Presenter
Presentation Notes
2
Test effect of MPIO
With your real workload models, test the impact of MPIO failures.
Choose MPIO model you plan to use and test scenarios, as it is important to consider the different ways a failure can occur and test the impact.
Pulling switch cables will not behave the same effect as actually removing power from a controller. Both are valid tests.

Test effect of maintenance activities
With your real workload models, test the impact of configuration changes in the environment.
Upgrade firmware, pull a drive, change vendor settings on the arrays etc.

Test at or near full capacities
Identify the maximum point at which performance is neither degraded nor unstable.
Test at near the max usable capacity recommended by the AFA vendor to assess the performance benefit of over-provisioning.  
Typical recommendations are 90, 95%, and 99% to assess the performance benefit of over-provisioning.  
Test effect of other data mgmt activities
Depending on how these are implemented, there may be performance impacts to their use and must be accounted for in the workload modeling.  Their effects may be different than what your find in HDD systems.
Test with a backup workload, snapshots, and replication, if supported by your vendor.
Test effect of QoS
If you plan to use QoS, then run your tests with it configured for how you plan to use it, testing its ability to consistently deliver defined performance in mixed workload environments, as the load scales.  
Follow QoS specifications.
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4. Run Workload Models 
 Run most common model(s) first 
 Bootstorm 
 ”Normal” daily workload 
 Daily backup processing 
 Shutdown 
 Use to determine baseline performance 

 Add periodic models to common model 
 E.g. end of period processing 

 Combine apps if appropriate and test together 
 

Presenter
Presentation Notes
2
Test effect of MPIO
With your real workload models, test the impact of MPIO failures.
Choose MPIO model you plan to use and test scenarios, as it is important to consider the different ways a failure can occur and test the impact.
Pulling switch cables will not behave the same effect as actually removing power from a controller. Both are valid tests.

Test effect of maintenance activities
With your real workload models, test the impact of configuration changes in the environment.
Upgrade firmware, pull a drive, change vendor settings on the arrays etc.

Test at or near full capacities
Identify the maximum point at which performance is neither degraded nor unstable.
Test at near the max usable capacity recommended by the AFA vendor to assess the performance benefit of over-provisioning.  
Typical recommendations are 90, 95%, and 99% to assess the performance benefit of over-provisioning.  
Test effect of other data mgmt activities
Depending on how these are implemented, there may be performance impacts to their use and must be accounted for in the workload modeling.  Their effects may be different than what your find in HDD systems.
Test with a backup workload, snapshots, and replication, if supported by your vendor.
Test effect of QoS
If you plan to use QoS, then run your tests with it configured for how you plan to use it, testing its ability to consistently deliver defined performance in mixed workload environments, as the load scales.  
Follow QoS specifications.
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5. Test Array Features 

 Test effects of MPIO 
 Test effect of maintenance/other management 
 Snapshots, clones, replication, etc. 

 Test at or near full capacity 
 Test effect of QoS 

Presenter
Presentation Notes
2
Test effect of MPIO
With your real workload models, test the impact of MPIO failures.
Choose MPIO model you plan to use and test scenarios, as it is important to consider the different ways a failure can occur and test the impact.
Pulling switch cables will not behave the same effect as actually removing power from a controller. Both are valid tests.

Test effect of maintenance activities
With your real workload models, test the impact of configuration changes in the environment.
Upgrade firmware, pull a drive, change vendor settings on the arrays etc.

Test at or near full capacities
Identify the maximum point at which performance is neither degraded nor unstable.
Test at near the max usable capacity recommended by the AFA vendor to assess the performance benefit of over-provisioning.  
Typical recommendations are 90, 95%, and 99% to assess the performance benefit of over-provisioning.  
Test effect of other data mgmt activities
Depending on how these are implemented, there may be performance impacts to their use and must be accounted for in the workload modeling.  Their effects may be different than what your find in HDD systems.
Test with a backup workload, snapshots, and replication, if supported by your vendor.
Test effect of QoS
If you plan to use QoS, then run your tests with it configured for how you plan to use it, testing its ability to consistently deliver defined performance in mixed workload environments, as the load scales.  
Follow QoS specifications.
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Test in an Iterative Manner 

 Run 
 Analyze 
 Repeat as necessary 
 Change testing to reflect expected business conditions  
 

Presenter
Presentation Notes
Create reports and findings
Combine results of various tests so that comparisons and analysis is simple and appear on a single chart.
 
Create a custom report which extracts and aggregates data from previously run tests. 
Create a new report template and select the test runs to compare the statistics you care about, usually Latency, IOPS, and Throughput.  
You can pull from any of the previously run tests.
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Summary 
Benefits 
 

 Performance assurance 
 Reduced storage costs    
 Increased uptime 
 Acceleration of new 

application deployments 

Presenter
Presentation Notes

So let’s summarize the benefits of using best practices.
First …. Performance assurance: Make sure that your AFA solution meets performance SLAs under your specific workloads.

Second, Reduced storage costs: Reduce over-provisioning and choose the lowest cost AFA system for your specific workloads.

Third, Increased uptime: Identify problems in the development lab prior to production deployment; validate all infrastructure changes against workload requirements and troubleshoot more effectively by re-creating failure-inducing workload conditions in the lab.

Fourth:  Acceleration of new application deployments:  Accelerate time to market by validating new applications on your AFA systems; making deployment decisions faster and more confidently.
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 Application Testing is now mandatory 
 Black art has become repeatable 

 Testing with bursts is mandatory 
 No synthetic workload is perfect 
 But is the best approach available 
 This will only improve over time 

 Customers can see: 
 How closely the model emulates apps 
  A realistic view of how an array operates 

 This new model is changing storage testing 
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