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Today We'll Cover:

= The cost and challenges of storage silos
= An introduction to data virtualization & data orchestration to:

« Automatically meet evolving data demands with Objective-based
management
« Boost performance by preserving capacity for active data

 Save significantly by easily integrating the cloud to offload cool data
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Founders & Executive Team \

LANCE SMITH DAVID FLYNN RICK WHITE STEVE WOZNIAK
Chief Executive Officer Chief Technology Officer Chief Marketing Officer Chief Scientist
& Co-Founder & Co-Founder
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You've Got Storage.

SDC

CLOUD (OBJECT)

SAN (BLOCK)

NAS (FILE)

m Primary Data







.

51% OF ENTERPRISES MANAGE 10 OR MORE STORAGE SYSTEMS,
34% MANAGE 20 OR MORE

p Source: Primary Dat
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DATA VIRTUALIZATION

CONNECTS STORAGE SILOS
Data Mobility
Storage Agnostic
Manage Horizontally, Not Vertically
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DATA VIRTUALIZATION COMPLEMENTS SERVER VIRTUALIZATION
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UNITE YOUR EXISTING STORAGE ACROSS
FLASH, SAN, NAS AND CLOUD,

w AUTOMATE DATA ORCHETRATION TO MEET ﬁ
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HOW DOES DATA VIRTUALIZATION WORK?
Separate control and data plane
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Leverage Your Storage Diversity Across a Global Data Space
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Orchestrating Data Across a Single Global Dataspace
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Data Virtualization: Out-of-Band Scalability and Performance

COMMERCIAL APPS DATABASE VIRTUAL MACHINES USER FILES
DataSphere Out-of-Band
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ANY STORAGE TYPE
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METADATA DATABASE
ATy
DATA LAYOUTS A ,
DAS (FLASH) SAN (BLOCK) NAS (FILE) CLOUD (OBJECT)

GLOBAL DATASPACE

ANY VENDOR

» SDE & X primary Data




Data Orchestration: The Right Data in the Right Place at the Right Time

COMMERCIAL APPS DATABASE VIRTUAL MACHINES USER FILES
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We Don’t Sell Storage — DataSphere Manages Data

DataSphere

W e . e i

= Metadata Engine

= Smart Objective Analytics
= Data Quality of Service

Annual subscription
Includes HA license
Software only

= Client Data Portal

= Data Mover
= Cloud Connector

Annual subscription
Scale out with
environment of choice
Open sourced client code
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DataSphere Boosts Performance and Bandwidth \

Increase IOPS 130% Decrease Latency 55% Increase Bandwidth 130%

141

61.3
IOPS (K) Latency (ms) Bandwidth (MB/s)
m Without Pd = With Pd m \Without Pd = With Pd m \Without Pd = With Pd
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Improve Utilization, Reduce Overprovisioning, Reduce Costs \

49%

SAVINGS

43%

SAVINGS

35%

SAVINGS
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What Applications Want:

PERFORMANCE

IOPS, bandwidth, latency

PROTECTION

Durability, availability, priority,
recoverability, and security
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Aoplication Setwiced
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SMART OBJECTIVES

AUTOMATE AND SIMPLIFY RESOURCE UTILIZATION




AUTOMATICALLY DETERMINE WHAT YOUR DATA REALLY NEEDS

AND PLACE IT ON THE RIGHT STORAGE FOR THE JOB.
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ENSURE YOUR FASTEST STORAGE

SERVES YOUR HIGHEST PERFORMANCE DATA DEMANDS
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INTELLIGENTLY INTEGRATE CLOUD STORAGE

Move Data to Hybrid or Public Clouds According to Policy,
Free Up On-Prem Capacity & Save Budget
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Seamlessly Orchestrate Data Across Platforms and Archive to Cloud \

GLOBAL DATASPACE
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Insight, Visibility and Automation with DataSphere

B patasphere

B patasphere
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Storage Devices
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Under Management Under Mobility 485,000 files File Name Size Share
Files Data Size Volumes Shares .
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VISIT PRIMARYDATA.COM/CONTACTUS
to set a time to discuss your needs

= Automatically align changing data demands with storage
resources with Objectives

= Maximize performance and simplify management

= Save budget with seamless archiving of cold data to
object/cloud




Visit us at PrimaryData.com
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