
2017 Storage  Developer Conference. © Intel Corporation® All Rights Reserved.
1

Data and Intelligence in Storage

Carol Wilder

carol.a.wilder@intel.com

Intel Corporation®

mailto:carol.a.wilder@intel.com


2017 Storage  Developer Conference. © Intel Corporation® All Rights Reserved.
2

Legal Notices/Disclaimer
 Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, software or service activation. Learn more at intel.com, or from 

the OEM or retailer.

 No computer system can be absolutely secure. 

 Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. 

 Performance tests, such as SYSmark and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of 

those factors may cause the results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, 

including the performance of that product when combined with other products.  For more complete information visit http://www.intel.com/performance.  

 Tests document performance of components on a particular test, in specific systems. Differences in hardware, software, or configuration will affect actual performance. Consult 

other sources of information to evaluate performance as you consider your purchase.  For more complete information about performance and benchmark results, visit 

http://www.intel.com/performance.

 Cost reduction scenarios described are intended as examples of how a given Intel- based product, in the specified circumstances and configurations, may affect future costs 

and provide cost savings.  Circumstances will vary. Intel does not guarantee any costs or cost reduction.

 (e) Results have been estimated or simulated using internal Intel analysis or architecture simulation or modeling, and provided to you for informational purposes. Any 

differences in your system hardware, software or configuration may affect your actual performance.

 Intel does not control or audit third-party benchmark data or the web sites referenced in this document. You should visit the referenced web site and confirm whether 

referenced data are accurate.

 Intel, the Intel logo and others are trademarks of Intel Corporation in the U.S. and/or other countries. *Other names and brands may be claimed as the property of others. 

 (e) Intel Corporation. 

http://www.intel.com/performance
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Digital Transformation Is Driving “Systems 
Approach” to Data Center Design

1. Source: Intel® 2017 Investor 

Meeting 

50B Connected 
Devices
by 20201

Hyper-connected 
World

Cloud Processing 
and Analytics

5G Wireless and 
Optical Networking

Deluge of Data
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Intel®
Rack Scale 
Design

“A revolutionary, new architecture that 

fundamentally changes the way a data center 

is built, managed, and expanded over time”
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New Approach: Rack Scale Design 

Standard Server Design
Fixed configuration

Workload 1

Intel® Rack Scale Design
Disaggregated & Composable
Resources Pooled as Needed

Compute Storage Accelerator
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New Approach:  Rack Scale Software 
Management

• Resource Discovery

• System Composability

• Resource Telemetry

• Resource & System 
Management

Flexible management architecture allows a range of implementation options
** Intel® provides reference code only for PODM, RMM & PSME.  OEM expected to productize RSD software for their platforms

Orchestration

VMware®   OpenStack™   Custom

POD Manager**

Discovery/Boot/Configuration/Telemetry

Firmware API

POD Management API
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Rack Management Module (RMM)**
+

Pooled System Management Engine (PSME)**

PSME API
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ADVANCES @ HARDWARE LEVEL

Storage

Comms

Compute

3D XPoint™ 

technology & NAND

SSD’s & DIMMs

EDSFF*

NVMe

RSD Storage Pooling

Volume Mgmt Device 

(VMD)

Scalable 

Processors

FPGA’s

Accelerators

Quick Assist 

Technologies (QAT)
Networking Fabrics

Silicon Photonics

Ethernet

Network Function Virtualization
*EDSFF =Enterprise & Datacenter Storage Form Factor
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ADVANCES @  SOFTWARE LEVEL

Storage

Comms

Compute

Intelligent Storage Acceleration 

Library (ISA-L)

Persistent Memory over Fabrics 

(PMoF)

NVM Library

Storage Performance Dev Kit 

(SPDK)

Cache Acceleration SW (CAS)

Advanced Encryption Std New 

Instructions (AES-NI)

Data Plane Dev Kit (DPDK)

Network Function Virtualization

Single Root I/O Virtualization

AVX512

FPGA SDK for Open CL

Math Kernel Library

Data Analytics 

Acceleration Library 

(DAAL)

BigDL

Neon & DL Optimized 

Frameworks

CoFluentTM Studio

Hyperscan
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Hard Drive         Solid State Drive Unifying Cloud & Enterprise Standard & Dynamic 

Workloads 

HOW CAN STORAGE BECOME SMARTER?

 Erasure Coding

 De-duplication

 Compression

 Encryption

 SSD Moore’s Law

 Storage Primitives

 Performance – NVMe, 

NVMe-oF

 New storage arrays:
 All Flash

 Hybrid

 3D XPoint™ technology

 Scale Out Architecture

 Hyperconverged

 Software Defined Storage

 Network Function 

Virtualization

 Software Defined 

Infrastructure

 Hybrid Cloud

 Machine & Deep 

Learning 

 Predictive Analytics

 Self-Diagnostics

 Dynamic Capacity 

Planning

Storage Modernization, Automation and Orchestration will provide the foundation for 

Intelligent Data Management and enable seamless data services in the datacenter

Modernize 
Automate & 

Orchestrate 

Intelligent Data 

Management
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SUPPORT STANDARDS INITIATIVES…

Unified 

management of 

servers & storage

Address all data 

center components 

w/ a consistent API

NVMe Over 

Fabrics…
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CALL TO ACTION

Refuel your tank:

• Try out the new HW & SW technologies

• Join Intel Storage Builders

• Provide your feedback to Jim Pappas  (jim@intel.com)

JOIN US IN DRIVING DATA INTELLIGENCE E2E 
AND FUELING THE FUTURE!

mailto:jim@intel.com



