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¢ Native NVMe-oF Acceleration

Ethernet Storage Fabric

Ethernet
Storage Fabric

Everything a Traditional SAN Offers but ...
Faster, Smarter, & Less Expensive

PERFORMANCE INTELLIGENCE EFFICIENCY

* Highest Bandwidth
* Lowest latency
* RDMA and storage offloads




Networked Storage Growth is Ethernet

Hyperscale Server SAN & Enterprise Server SAN Revenue Projections
2012-2027
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7 Ethernet growing very rapidly driven by:
0 Cloud & HyperConverged Infrastructure
0 NVMe Over Fabrics
0 Software Defined Storage
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7 Server SAN is the New Storage Network
Because there is No Fibre Channel in the Cloud



Extending NVMe Over Fabrics (NVMe-oF)

3 NVMe SSDs shared by multiple servers

Better utilization, capacity, rack space,
power

Scalability, management, fault isolation ,
d NVMe-oF industry standard o
Version 1.0 completed in June 2016
7 RDMA protocol is part of the standard

NVMe-oF version 1.0 includes a Transport
binding specification for RDMA

Ethernet(RoCE) and InfiniBand

Shared Storage
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How Does NVMe-oF Maintain Performance?

0 Extends NVMe efficiency over a fabric

NVMe commands and data
structures transferred end to end

07 RDMA is key to performance

Reduces latency

Increased throughput
Eliminates TCP/IP overhead

Block Device / Native Application
e
NVMe Transport SCSI
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RDMA: More Efficient Networking

Efficient Data Movement (RDMA)
Application

Application
Buffer QL L1 & Buffer

8 g
Kernel Bypass Protocol Offload

application

Higher Bandwidth

Lower Latency

More CPU Power For
Applications

N =

B w

RDMA Performs
Four Critical

Functions in Hardware

Reliable Data Transport
App-level user space 1/O
- AKA: Kernel Bypass
Address Translation
Memory Protection

0 CPU not consumed moving data - Free to run apps!

SDC
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RDMA Is Natural Extension for NVMe

Software

SW-HW communication

Target
Software

through work & completion

Memory

\\Qshared memory

g“"

Vet %

Hardware

SDC
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Memory Queue Based Data Transfer Flow

QusLes Process
4 GCommand T Complation

S il Doorbell 6 ‘HoadDoomell
Fetch Procass Cueue Generate
Command Command Completion Interrupt
RDMA Adapter
Command Submission Command Processing Command Completion
1. Host writes command to 3. Controller fetches command 5. Controller writes completion to
submission queue 4. Controller processes command completion queue
2. Host writes updated submission 6. Controller generates MSI-X
queue tail pointer to doorbell interrupt

7. Host processes completion
8. Host writes updated completion

queue head pointer to doorbell .
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RDMA

d Transport built on simple primitives deployed for 15
years in the industry

Queue Pair (QP) — RDMA communication end
point: send, receive and completion queues

Connect for establishing connection mutually

RDMA Registration of memory region (REG_MR)
for enabling virtual network access to memory

SEND and RCYV for reliable two-sided messaging

RDMA READ and RDMA WRITE for reliable one-
sided memory to memory transmission

a®: .
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NVMe and NVMeoF Fit Together Well

Host NVMe Queues

VMe Submission Que

__[[T}m
T —

VMe Completion Queue;

NVMe
Controller

Host RDMA Queues,
RDMA Send Queue

‘RDMA Receive Queue

Target RDMA Queues
RDMA Send Queue

Efficient Data Movement (RDMA)

Application Application
Buffer ¢ » Buffer

RDMA Receive Queue

11Tl

Target NVMe Controller Queuds

NVMe Submission Queue

1178

NVMe Completion Queue

11
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NVMe-OF IO WRITE
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Upon RCV Completlon /*—“"ACK——_——— \Comp\e(ic{‘
Completion
7 Allocate Memory for Data o N
0 Post RDMA READ to fetch data oA peag—— T REE )
Upon READ Completion e eeponsei
. —_— : i
0 Post command to backing store Read responselast \
. \b\
Upon SSD completion Gompletien
Post NVMe command
o Send NVMe-OF RC antrcoier
7 Free memory | postsend (RG] Free Receive buffer

Send — Response Capsule

Upon SEND Completion oo =~ — ey \
ree data buffer Ch— —
o Free CC and completion \ T eompteton
)
v

resources v v v \
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NVMe-OF IO READ

0 Host
Post SEND carrying Command
Capsule (CC)
0  Subsystem
Upon RCV Completion
o Allocate Memory for Data
7 Post command to backing
store
Upon SSD completion

0 Post RDMA Write to write
data back to host

0 Send NVMe RC
Upon SEND Completion
0 Free memory

0 Free CC and completion
resources

SDC

X

NVMe
NVMe  pnic RNIC
Initiator Target
I
Post Send (CC)
|
Send — Command Capsule
_ — == Ak Completion
Post NVMe command
Wait for completion
Post Send —1 Free receive buffer
|&(Write data)
Write first ol
l— : ‘fost Send (RC)
Writelast— |
e
= = Ack— — _
Send — Response Capsule —r—
oy Completion
& Completion T T = Ack— — Free allocated buffer
o
Completion _
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NVMe-OF 10 WRITE IN-Capsule

NVMe NVMe

O HOSt Initiator RIC ANIC Target

Post SEND carrying Command L

Capsu|e (CC) Post Send (CE)‘\

Send — Command Capsule
i
O  Subsystem e e T T T N et \
. | ¢ Completion ~a|
Upon RCV Completion O —

Wait for completion
Free receive buffer

o Allocate Memory for Data
4Posl Send (RC)

Upon SSD completion | oot \
4— ompt etion ——— Ack» —
‘ g

D Send NVMe'OF RC Completion
~
o Free memory

Upon SEND Completion

o Free CC and completion
resources
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NVMTf Is Great!

e [l g Lt RN e WY g Laiency = [55) avE lshmary —— [ g Lntercy —i— WV 3o Ltercy —a— I v Isbmary
1000 e [ A5 ORI = T 35T P DR = = (5050 SR Pl L0 = DS 35T pRTCERGE = b WYY 35T R TRRO = = (5050 95TR pOTCRETIRG

f [
1,080 |'.II o
ko0 " I." i'!
7,080 .-'I el !B iy
i G080 F. i _!' ] T
2 / El P "
g g ™ -
E g f f
L 3 o Ly ..-r-f-"'"i‘_"___‘f
Y -
"l - -.l-'. -
1 ﬁ,__',___’:__'fj__:-—-—"'_' +
ol
-: 500,000 LOORG00  LSO00B 200000 LSOLOMO ° 302,200 1005500 1500000 000000 500,000
e 10PS
(a) Full view (b) Zoom-in on 0-lms range

Figure 6: Average and tail latencies of DAS, NVMI, and ISCSI for different request loads. Since 1SCSI

saturates early and exhibits significantly higher latencies, we show both the full range view (a), and a zoom-
in on DAS and NVMI (h).
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Shared Recelve Queue

g
=3
@0

7 Problem: memory foot print of a connection
and the buffer associated with them

Locality, scalability, etc. wor e

7 Solution: Share receive buffering resources
between QPs o
According to the parallelism required by g

the application

0 EZ2E credits is being managed by RNR
NACK

TO associated with the application
latency

7 We have submitted patches to fix
performance in Linux — please try!
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NVMe-OF System Example

SDC

NVMe SQ NVMeCQ

Host Memory

RDMASQ  RDMA RQ

PCle

NVMe

RNIC
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arget Data Path (NVMe WRI

3. Submit NVMe

Command

T Cand Lol
7ot TS

E)

RestfOnse Host Memory

NVN$SQ NVMe CQ RDMASQ  RDMW RQ

uT/'

2. Data

6. N\VMe Fetch
Completion
’I Eq |r\v-| €5

‘ / //4 Doorb)ll

5. Command +

Data Fetch
NVMe
8. Fabrics \-)(
Response
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Controller Memory Buffer

a Internal memory of the NVMe devices exposed over the PCle

0 Few MB are enough to buffer the PCle bandwidth for the latency of
the NVMe device

Latency ~ 100-200usec, Bandwidth ~ 25-50 GbE - Capacity ~
2.5MB

a3 Enabler for peer to peer communication of data and commands
between RDMA capable NIC and NVMe SSD

0 Optional from NVMe 1.2
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Target Data Path with CMB (NVMe WRITE)

3. Submit NVMe
Command

7 CSand £ rS
7 oCHGT TICS

RestOnse Host Memory

NVNp SQ NVMe CQ RDMASQ  RDMR RQ

=

6. NVMe
Completion

l///ll.D rbe

5. Command

Fetch
NVMe
8. Fabrics \
Response
2. Data
Fetch .
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SW Arch for P2P NVMe and RDMA

% -
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NVMe Over Fabrics Target Offload

Host Root Complex and

o NVMe Over Fabrics is built on top of RDMA Memory S“bSVStem
Transport communication in hardware
7 NVMe over Fabrics target offload enable the NVMe M Admin
hosts to access the remote NVMe devices w/o any ——
CPU processing e . Offoad .
By offloading the control part of the NVMf data [ romATamsport |
path REC

Encapsulation/Decapsulation NVMf <-> NVMe is
done by the adapter with 0% CPU

Resiliency — i.e. NVMe is exposed through
Kernel Panic
OS Noise

7 Admin operations are maintained in software

¥ .
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Target Data Path with NVMf Target Offload

(NVMe WRITE)

Host Memory

NVMe SPNVMe CQ

2. Data
cZ}nNY:Aﬂzn it NvMe | Pt
P Command

5. Doorbel \\ RDMA sQf RDMA RQ
6. Command + 4.|Poll cQ
Data Fetch

[y —

NVMe \ RNT| 1
/. Fabrics ) 1. Fabrics
Response x / Command
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Software API for NVMf Target Offload

submit_bio()
(110)

Get 10 QUEUES
Get Properties

Register NVMf
Get Data Buffer*

Offload Parameters

Bind queue pair to
NVMf offloads

A 4 NVMe

RDMA [ ConnectX®-5 m device
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Namespace / Controller Virtualization

0 Controller virtualization

Expose a single backend
controller as multiple NVMf
controllers

Multiplex the commands in the

transport
. NVMe-OF Offload FrontEnd Subsystem
To enable scalability of the u

amount Of Supported initiators namespace O | | namespace 1 | | namespace 2 | | namespace 3 | | namespace 4
0 SubsyStem Virtualizati()n and nvme_ba(kend_controlki nvme_backe1d_controller nvme_backe@_controller
namespace provisioning : ° Cj j

Expose a single NVMf front-end o
subsystem for multiple NVMe
subsystems

Provision namespaces to NVMf
frontend controllers

nsO
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Performance

Latency (us)
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Target Data Path with NVMf Target Offload
and CMB (NVMe WRITE)

SDC

Host Memory

NVMeSQ NVMecCQ §. NVMe
Completion

I
NVMe

oorbkll \ N ) roma sa RDMA RQ

A
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