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SNIA Legal Notice SNIA
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The material contained in this tutorial is copyrighted by the SNIA unless otherwise
noted.

Member companies and individual members may use this material in presentations and
literature under the following conditions:
+ Any slide or slides used must be reproduced in their entirety without modification
+ The SNIA must be acknowledged as the source of any material used in the body of any document
containing material from these presentations.
This presentation is a project of the SNIA Education Committee.

Neither the author nor the presenter is an attorney and nothing in this presentation is
intended to be, or should be construed as legal advice or an opinion of counsel. If you
need legal advice or a legal opinion please contact your attorney.

The information presented herein represents the author's personal opinion and current
understanding of the relevant issues involved. The author, the presenter, and the SNIA

do not assume any responsibility or liability for damages arising out of any reliance on or
use of this information.

NO WARRANTIES, EXPRESS OR IMPLIED. USE AT YOUR OWN RISK.
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In this tutorial, we will introduce the audience to the lunatic fringe of extreme high-
performance computing and its storage systems. The most difficult challenge in HPC
storage is caused by millions (soon to be billions) of simultaneously writing threads.
Although cloud providers handle workloads of comparable, or larger, aggregate scale, the
HPC challenge is unique because the concurrent writers are modifying shared data.

We will begin with a brief history of HPC computing covering the previous few decades,
bringing us into the petaflop era which started in 2009. Then we will discuss the unique
computational science in HPC so that the audience can understand the unavoidability of
its unique storage challenges. We will then move into a discussion of archival storage and
the hardware and software technologies needed to store today’s exabytes of data forever.
From archive we will move into the parallel file systems of today and will end the lecture
portion of the tutorial with a discussion of anticipated HPC storage systems of tomorrow.
Of particular focus will be namespaces handling concurrent modifications to billions of
entries as this is what we believe will be the largest challenge in the exascale era.

Storage Lessons from HPC 3
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Simple View of our Computing Environment

Storage Lessons from HPC
Approved SNIA Tutorial © 2017 Storage Networking Industry Association. All Rights Reserved.

Ca pacity [sitescratch(s) Ca pacity Jsitescratch(s)
4PB . . . /home . /home
S Premier Machine Jlocal o) machines | joroject machines | jproject
ocalscratchis
2 2PB Dram /sitescratch(s) ~50-300 PR ~50-300
TB/S /home TB Dram TB Dram
Jproject
Private General IO General IO General IO el
IO Nodes Nodes Nodes Nodes F’elgzde
Private f—«—l-—_~_~:. - - / - balanced
B o —_ ‘S:f" b ™y Batch File movers
Local ,--"": IB,-’Eth:ef,-’LnEt Transfer /localscratch(s)
Scratch Routers/switches . Agents /sitescratch(s)
100 PB (damselfly) ~100 at 2-8 ;home
project
llé;r&(seli GB/sec per PSS
~ €eKs . Janalytics
'"f{:?}"“e (HDFS other)
s
Site Scratch
10's PB WAN FTA(s)
100 GB{SEC Special ;‘_30[5]
1-4 Weeks Security Ghits/sec
Rules
*@ee B
HPSS 100 NFS Analytics
Site Scratch PB /home machine /sitescratch(s)
10’s PB 10 GB/sec /project potentially fanalytics (HDFS ot.her}
100 GB/sec Forever disk full/big | Use HDFS - POSIX Shim for
access to POSIX resources
1-4 Weeks Parallel memaory
Tape with
Disk Cache HDFS?

A
SNIA.

Global Education

» Los Alamos

NATIONAL LABORATORY
EST. 1943



v VvV VvV VvV Vv
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Trinity
Haswell and KNL

Few Million Cores =0 !
2 PByte DRAM ) -
4 PByte NAND Burst Buffer

~ 4 Thyte/sec Pipes for Trinity Cooling
100 Pbyte Scratch PMR Disk File system ¢ 30-60MW

~1.2 Thyte/sec

30PByte/year Sitewide SMR Disk Campaign Store
~ 1 Gbyte/sec/Pbyte (30 Gbyte/sec currently)

60 PByte Sitewide Parallel Tape Archive

~ 3 Ghyte/sec e 20 Semi’s of gear this summer alone

* Single machines in the 10k nodes and > 18 MW
* Single jobs that run across |M cores for months

* Soccer fields of gear in 3 buildings

Storage Lessons from HPC » Los Alamos
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BERKELEY ® DAVIS ® IRVINE ® LO5 ANGELES * RIVERSIDE ® SAN DIEGO * SAN FRANCISCO SANTA BARBAFRA ® SANTA

DEPARTMENT OF COMPUTER. SCIENCE SANTA CRUZ, CALIFORNIA 95064
April 8, 2001

Lawrence Livermore National Laboratory
Attention: Barbara Larson, L-550

PO. Box 808

Livermore, CA 94551

Dear Ms. Larson,

We are pleased to submut this white paper to the ASCI ASAP Request for Expressions of Interest in Level 2 Stra-
tegic Investigations. We are responding to the Scalable and Parallel I/O and File Systems area of interest.

We propose to improve both file system performance and functionality by building a storage system from object-
based storage devices (OBSDs) connected by high-speed networks. The key advantage of OBSDs 1 a high-perfor-
mance environment 1s the ability to delegate low-level block allocation and synchromization for a given segment of
data to the device on which 1t 1s stored. leaving the file system to decide only on which OBSD a given segment should
be placed. Since this decision 1s quite simple and allows massive parallelism. each OBSD need only manage concur-
rency locally. allowing a file system built from thousands of OBSDs to achieve massively parallel data transfers.
Additionally, OBSDs can each manage their own storage consistency. removing the need to run a system-wide con-
sistency check that could take days on a petabyte-scale traditional file system.

Appro‘{/ed SNIA Tutorial © 2017 Storage Networking Industry Association. All Rights Reserved.
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Link scales

http://eng-cs.syr.edu/research/mathematical-and-numerical-analysis

Structured Unstructured Resolutions

Meshes

Lagrangian Eulerian AMR

in each calculation step :

Methods

http://web.cs.ucdavis.edu/~
ma/VolVis/amr_mesh.jpg

E it sk ;
http:, llmedla archnumsoft orgl1030
5/

| o ALE
UNIVERSITY OF Lagrangian Eulerian

CAMBRIDGE e snonaisn

LV M\;’\‘ e ooVvI IV virr -
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Scaling and Programming SNIA-@1

hndahl’ s law: Global Education

Parallel speedup ves. Sequential fraction

Scaling B

http://media.archnumsoft.org/10305/

Strong scaling: fixed total problem size
Weak scaling: fixed work per task

Speedup

Process Parallel Dominates the Past

MP1 include file
OO ©OOOD .
Declarations, totypes, elc. 1
nglamp:agl::- \\ // \ \\. // or 1 Processor 2
: Serial code :} .il:.) process B
I P—— un.mm Paratel cods begins broadcast scatter network
| 0o work & make message passing calls \\ // \\\ //
. .il:l) \'_l/‘ —_— —_—
: ather reduction
l Terminate MPI environment  parajief code ends ° Path of a message buffered at the receiving process
© soralcode Collectives Point to
Frogrem Ens wwrage Lessons from HPC Point
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Current Programming Model Directions o
Combining Process Parallel, Data Parallel, Async Tasking, and ThreadlngSN |A
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MPI+Data Parallel
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Others: OpenShmem,
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possible as well
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Data Retention Time

Workflow Taxonomy from APEX Procurement
A Simulation Pipeline §[\.LIA

Ilrrlih:: Checkpoint Analysis
D:ck Dump Data Set
Forever ner ol

APEX Workflows

LANL, NERSC, SNL

Checkpoint Timestep
Dump Data Set

Temporary
SAND2015-10342 O

\
. VARV /ﬂ%\  LA-UR-15.20113
,’f v P 1& FIMTTE \ ™ v ¢ . |

! Setup/
Parameterize/ ) Job Simulate | Job | Down- Post- Viz
Create Begin | Physics | End Sample Process
Geometry
L' . vy AN AN /
? Phase 51 % Phase S2 ? Phase 53 % Phase 54 % Phase 55
J

k

Simulation Science Pipeline

Figure 1: An example of an APEX simulation science workflow. leserved.
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cycle

load

L’ load load load
I cunch | crunch | crunch | crunch

|Key observation: a grind (for strong-scaling apps) traverses all of memory. |
Storage Lessons from HPC
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HPC environment SNIA.
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> Big difference from cloud: parallel, tightly coupled, extremely
simple nodes to lower jitter and job failure due to tightly
coupled behavior (one code syncs between all neighbors
every 1 millisecond [comm of grind crunch])

Burst Buffers

Low-latency interconnect T
IB, vendor proprietary torus :
( brop Y ) Routing nodes Paralle File System
(10 nodes) (Lustre, GPFS)

Storage Lessons from HPC
Approved SNIA Tutorial © 2017 Storage Networking Industry Association. All Rights Reserved.



HPC IO Patterns ]
. SNIA.

—#) Global Education

N-to-N o N-to-1 Strided
Process 0 Process 1 Proce
[T [P 1,

Process 0 Process 1 Process 2

Million files inserted into a single directory at the same time

Millions of writers into the same file at the same time

Jobs from 1 core to N-Million cores

Files from O bytes to N-Pbytes

Workflows from hours to a year (yes a year on a million cores using a PB DRAM)

Storage Lessons from HPC
Approved SNIA Tutorial © 2017 Storage Networking Industry Association. All Rights Reserved.



A Simple collective 2D layout as an example SNIA:I

Global Education

Collective I/0 for 2-Dimensional Data

e 2-Dimensional data accesses by 4 processes

Apps can map their

a(01[0] |a[0)(1] [afo}(2] [al0] 3] 1,2,3,N dimensional data
y | Po | Pt [> a(1]fol[a[ 1112 |a[1]t2 el onto files in any way they
l P3 -amm 213 think will help them
a[3][2]|a[3][3]

Global view of a 2-D array data among 4 processes This leads to formattlng

é,/iL// non-contiguous  Middleware like HDF5,
_ S NetCDF, MPI-IO

a[0][0] |a[0][1] |a[0][2] |a[0][3] |a[1][0] |a[1][1] |a[1][2] fa[1][3]

a[2][2]|a[2](3] a[3][2]}a[31[3]

File view of a 2-D array data among 4 processes

Storage Lessons from HPC T
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Why N->1 strided can be problematic
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PLFS: A Checkpoint Filesystem for Parallel Applications

John Bent‘] Garth Gibson; Gary Grider; Ben McClelland;
Paul Nowoczynski; James Nunez; Milo Polte; Meghan Wingate:

ABSTRACT

Parallel applications running across thousands of processors
nust profect themselves from inevitable system failures. Many
applications wsulate themselves from failures by checkpomnt-
iy, For many appleations, checkpointing into a shared sin-
gle file is most conventent. With such an approach, the size
of writes are often small and not aligned with file system
boundaries.  Unfortunately for these applications. this pre-
ferved date layout results in pathologically poor performance
from the underlying file system which is optimized for lorge.
aligned wwites to non-shaved files. To address this funda-
mental mismatch, we have developed o wvrtual parallel log
structured file system, PLFS. PLFS remaps an application’s
preferred data loyout inte one which is optimized for the un-
derlying file system. Through testing on PanF'S, Lustre, and
GPFS. we have seen that this layer of nderection and reor-
ganization can reduce checkpoint time by an order of magni-
tude for several tmportant benchmarks and real applications
without any application modification.

Storage Lessons from HPC
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1: Summary of our results. This graph summarzes our
resulfs which wnll be explained in defail in Sechion §. The key
ohservation here is that our technigue has ymproved checkpomnt
bandundths for all seven studied benchmaorks and applications by
up to several orders of magnitude.
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Concurrent, unaligned, interspersed 10

\

Parallel File System

r+ t 1

Concurrent, aligned, interleaved 10

U A
() revareanee ()

Stora‘c CCSSUTTS TTUTIT T IO

Approved SNIA Tutorial © 2017 Storage Networking Industry Association. All Rights Reserved.
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Economics have shaped our world
The beginning of storage layer proliferation 2009 SNlA
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Sin Millions for 10 Subsystem for Machine Progression ) : ‘
Buying disk v

1000 i . .
Buying Flash " [lonBWis »  Economic modeling for
for Capacity expensive large burst of data from

memory shows
bandwidth / capacity

is expensive

e better matched for solid
3 b state storage near the
1 compute nodes
. Hybrid is at
Disk b.uy for least within 20 PB of Storage
capacity, get T reason
BW ﬂ]r FrEE ' 2010 2012 014 2016 2018
WL |
= Economic modeling for s 3 1
archive shows bandwidth / i = odoots
. Requirements 4
capacity better matched for oz / e
disk
1rF ._‘__,..-"“ =
_J—"_'-‘”-‘
Tape
o L ) L (Ilonvelniiopal‘H[‘JEI) -
1 10 100
Storage Lessons from HPC Minimum Bandwidth Required (GB/s
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Tightly Coupled Parallel Application

Burst Buffer

P ¢ 9

F Parallel File System

A

A

\ 4

ﬁ

v

,T‘

\

HPC Storage Stack, 2015-2016

Q Tape Archive Q

Stora CCSSUTTS TTUTIT T IO
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[ Tightly Coupled Parallel Application } SNIA@

SCM Global Education

Burst Buffer

P ¢ 9

ﬁ Parallel File System

$ Object Store $
P ¢ 1 9
(7 reoa s ()

Stora CCSSUTTS TTUTIT T IO
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why HBM?

simple story CPU €= DRAM SNIA
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why SSD?
DRAM <----> HDD

why NVMe?
SCSI €&----> SSD

why SMR?
HDD &----> Tape

why SCM?
DRAM &----> SSD
SSD exposed pent-up demand for storage I0Ps
and desire for finer and finer IOPs

why GenZ/OPA/etc?
NVMe «----> SCM
SSD exposed pent-up demand for shared IOPs to giant datasets



which physical will survive? h
grider’s bent crystal ball §[\,!JA
Compute servers
hbm
SCm

performance storage

dram
ssd
(performance hdd) capacity storage
dram
capacity hdd

Storage Lessons from HPC
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the number s 2

of physical, there may be many
the number needed for economic efficiency
of logical, there should be two
the number needed to balance site, human, and workload efficiency

human in loop to make difficult decisions
one storage system focused on performance, one on capacity
capacity should be site-wide, performance can be machine-local

better resilience, users should always have at least one available

Storage Lessons from HPC
Approved SNIA Tutorial © 2017 Storage Networking Industry Association. All Rights Reserved.



HPC Storage Stack, 2020-

SCM

[ Tightly Coupled Parallel Application ]

Burst Buffer

0

P9

¢

Object Store

Storagetessons frommHPE
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What about the Capacity Tier. Won’t cloud o
technology provide the capacity solution? §[\.LIA

> Erasure to utilize low cost hardware
> Object to enable massive scale
> Simple minded interface, get put delete

> Problem solved ---> NOT

> Works great for apps that are newly written to use this interface
> Doesn’t work well for people, people need folders and rename and ...

> Doesn’t work for the $trillions of apps out there that expect some modest
name space capability (parts of POSIX)

Storage Lessons from HPC
Approved SNIA Tutorial © 2017 Storage Networking Industry Association. All Rights Reserved.



How about a Scalable Near-POSIX Name A
Space over Cloud style Object Erasure: MarkFS SNIA.

> Best of both worlds
+ Objects Systems
> Provide massive scaling and efficient erasure techniques
> Friendly to applications, not to people. People need a name space.
> Huge Economic appeal (erasure enables use of inexpensive storage)
+ POSIX name space is powerful but has issues scaling
> The challenges

+ Mismatch of POSIX an Object metadata, security, read/write semantics,
efficient object/file sizes.

+ No update in place with Objects
+ How do we scale POSIX name space to trillions of files/directories

Storage Lessons from HPC ° Los Alamos
Approved SNIA Tutorial © 2017 Storage Networking Industry Association. All Rights Reserved. NATIONAL LABORATORY
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What it is
> 100-1000 GB/sec, Exabytes, Billion files in a directory, Trillions of files total

> Near-POSIX global scalable name space over many POSIX and non POSIX data
repositories (Scalable object systems - CDMI, S3, etc.)
+ (Scality, EMC ECS, all the way to simple erasure over ZFS’s)

> Itis small amount of code (C/C++/Scripts)
+ A small Linux Fuse
« A pretty small parallel batch copy/sync/compare/ utility
+ A moderate sized library both FUSE and the batch utilities call

> Data movement scales just like many scalable object systems

> Metadata scales like NxM POSIX name spaces both across the tree and within a
single directory

> Itis friendly to object systems by

+ Spreading very large files across many objects

» Packing many small files into one large data object
What it isnt

> No Update in place! Its not a pure file system, Overwrites are fine but no seeking and writin pa )
Storage Lessons from HPC » Los Alamos
Approved SNIA Tutorial © 2017 Storage Networking Industry Association. All Rights Reserved. NATIONAL LABORATORY
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MarFS Scaling

|
Namespace MarFs Namespace SN IA-®

ProjectA Dir | ProjectN Dir
DirA DirB N DirA DirB
BE || (o D
m
DirA.A. DirA.A.B e DirA.A.A | | DiIrA.A.B
L — S o —
DirA.A.A.A - " || bira.aAA -
Namespaces Z
Tl Ll .
Directory ~ PFS PFS PFS | PFS | PFS
Metadata MDS MDS MDS MDS MDS MDS
A AM N N.1 N2 | NM
N X M MDS File Systems il
(for metadata only) over M multiple MDS
ni Object Packed . Iult .
File Object Filea Object Repo A G 000 | @object Fite Obiect Repo X
Striping across 1 to X Object Repos
Scaling test on our retired Cielo machine: o :
835M File Inserts/sec Stat single file < 1 millisecond St”pmg across 11to X ObjeCt Repos

> 1 trillion files in the same director Storage Networking Industry Association. All Rights Reserved.



MarFS Internals /MarFS top level namespace aggregation

v Overview Uni-File —77+——
/GPFS-MarFS-md1 /GPFS-MarFS-mdN

e | Qe

t Dirl.1. - %
a _— trashdir -
d Dir2.1

a _—

t UniFile - Attrs: uid, gid, mode, size, dates, etc.

a Xattrs - objid repo=1, id=0bj001, objoffs=0, chunksize=256M, Objtype=Uni, NumObij=1, etc.
D

a Object System 1 Object System X

t : °

3 Objo01 ®

-
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MarFS Internals Overview Multi-File
(striped Object Systems) /MarFS top level namespace aggregation

/GPFS-MarFS-md1 _ /GPFS-MarFS-mdN
Dirl.1 ® v

\ 4
trashdir v
Dir2.1

MultiFile - Attrs: uid, gid, mode, size, dates, etc.
Xattrs - objid repo=S, id=0bj002., objoffs=0, chunksize=256M, ObjType=Multi, NumObj=2, etc.

Object System 1 Object System X
Obj002.1 ®

Vo~ 0 O

- 0bj002.2
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MarFS Internals Overview Packed-File

i
SNIA.
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IMarES top level namespace
aggregation

/GPFS-MarFS- IGPFS-MarFS-
md1lpir1.1 mdN
trash

Dir2.1 dir
UniFile - Attrs: uid, gid, mode, size, dates, etc.

Xattrs - objid repo=1, jd=0bj003, objoffs=4096, chunksize=256M, Objtype=Packed,
NumObj=1, =4 of §, etc.

Object Syst ,1/
OI. %

Storage Lessons from HPC
Approved SNIA Tutorial © 2017 Storage Networking Industry Association. All Rights Reserved.
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Pftool — parallel -
copy/rsync/comparel/list tool SNIA.
> Walks tree in parallel, copy/rsync/compare in parallel. Global Education
> Parallel Readdir’'s, stat’s, and copy/rsinc/compare

+ Dynamic load balancing

+ Restart-ability for large trees or even very large files

+ Repackage: breaks up big files, coalesces small files

+ To/From NFS/POSIX/parallel FS/MarFS

. D
Q[[jg:snz | _Readdir :J "
Load — . | o| | Reporter
Balanc Stat | | Stat ul
che Cp/RIC nc/Compa |J]| —
uler re
Queue

Storage Lessons from HPC
Approved SNIA Tutorial © 2017 Storage Networking Industry Association. All Rights Reserved.



How does it fit into our environment M
Ca paciw [sitescratch(s) Ca pacity [sitescratch(s) SN IA@
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ocalscratchis
2 2PB Dram Jsitescratch(s) ~50-300 cee ~50-300
TB/S /home TB Dram TB Dram
Jproject
Private General IO General IO General IO el
IO Nodes Nodes Nodes Nodes P?(::de
Private f"LT" balanced
£ / . Batch File movers
Local IE-;'Eti:::jLnet Transfer localscratch(s)
Scratch Routers/switches Agents /sitascratch(s)
100PB (damssi) ~100at 2-8 jh"".”e .
proje:
1TB/sec GB/sec per Iemmpaign
1-4 Weeks : HPsS
Interactive Ivti
FIAS) | (e
Site Scratch ( other)
10'sPB WAN FTA(s)
100 GB/sec Special ;i_)ﬂts]
1-4 Weeks Security Gbits/sec
eee ﬁampaign\ Rules
HPSS 100 NFS MarFs 100'5 Analvtics
Site Scratch PB [home PB machine [sitescratch(s)
10’s PB 10 GB/sec /project 100's potentially _fcampa.ign
100 GB/sec Forever GB/sec disk full/big fanalytics (HDFS ot.her}
1-4 Weeks Parallel Few Years Use HDFS — POSXShim for
Tape with wrasure) memo? access to POSIX resources
Disk Cache / HDFS:
e




A
Not Just LANL Developing This Tier SNIA.

The A Register’

Biting the hand that feeds IT

4 DATACENTER SOFTWARE SECURITY TRANSFORMATION DEVOPS BUSINESS PERSOMNALTECH SCIEI

SﬁE/—‘-) Products - Features Data Center » Storage

Seagate serves up three layer ClusterStor
Spectra Logic Announces Lustre Archive Campaign sandwich
Storage Solution

Posted on Tuesday, November 15th, 2016 at 6:00 am.
Written by Spectra Logic

GEN N : -  CE3 0N Il EmE

Spectra’s Lustre archive solution, powered by Campaign Storage HSM, offers new
architecture for scalable high-performance archive based on industry standard workflows
and technologies

Online disk archive for HPC and Big Data

Salt Lake City, UT, SC-16, #1401 — November 15, 2016 — Spectra Logic, the deep
storage experts, today announced a new archive solution for Lustre file systems widely
deployed in high-performance computing (HPC), education and government
supercomputers, and data centers. The solution, which includes embedded hierarchical 2 . s%aas o
storage management (HSM) software by Campaign Storage LLC, works with Spectra’s

BlackPearl® Deep Storage Gateway, Intel's Lustre file system, and an industry-standard Seag ate Cl u Ste rS Or A2 00
policy manager. It offers seamless Lustre Archive functionality with a high-performance

archive search and HSM management tool allowing nearly unlimited scalability,

performance, monitoring and flexibility.

Spectra Logic Campaign Storage LLC
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THE USENIX MAGAZINE

Serving Data to the Lunatic Fringe: The Evolution of HPC Storage

;login: issue: Summer 2016, Vol. 41, No. 2
Authors:
John Bent, Brad Settlemyer, and Gary Grider

Article Section: STORAGE
Before the advent of Big Data, the largest storage systems in the world were found
almost exclusively within high performance compulting centers such as those found at US
Department of Energy national laboratories. However, these systems are now dwarfed by
large datacenters such as those run by Google and Amazon. Although HPC storage
systems are no longer the largest in terms of total capacity, they do exhibit the largest
degree of concurrent write access to shared data. In this article, we will explain why HPC
Stora( applications must necessarily exhibit this degree of concurrency and the unique HPC
Apprd storage architectures required to support them.
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DOE Exascale Computing and Future Considerations

A
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> R&D and integration required to deploy Applications on Exascale
computers in 2023+

> Partnership involving: Government, Computer industry, DOE laboratorie, Academia

> Target System Characteristics

1-10 Billion degrees of concurrency

20-30 MW Power requirement for one machine (machine only)

<300 cabinets

Development and execution time productivity improvements

100 PB working sets

Checkpoint times < 1 minute ( constant failure)

Storage systems need to be very reliable as the machine wont be

Leverage->Exploit new technology, dense flash/SCM/low latency high bandwidth byte
addressable networks

L 4 L 4 L 4 L 4 L 4 L 4 L 4 L 4
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Exascale Computing Timeline
System Perspective

Performance|
(FLOPS)

Exascale

500 - 1,000 PF

100 - 300 PF

Design Forvard

Fast Forward Path Forward Phase

Integration Rerearch,
rototype Bulld Phase

| and Engircering Phane

Potential EXA Funding

DOE intends
to use
“commodity”
technologies
for America
Competes
etc.

2012 | 2013

Storage Lessons from HPC
Approved SNIA Tutorial © 2017 Storage Networking Industry Association. All Rights Reserved.

2014 | 2015 2019 | 2020 | 2021 | 2022

2023

i
SNIA.

Global Education



Transactional/Versioning Coupled with Async

Programming Models

Save every microsecond

Checkpoint Phase

Spread the load over I - ______ -\I ]

as mUCh tl me as the Computational The 4 “idle” triangles show the
Phase potential resources that we can
a-P P WI I I a-I I OW leverage to do computing

e CN finish writing Its part of checkpolnt, it
|n|.recomput ng.
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Exploiting New Techology SNIA
(dense flash, SCM, one sided networks) Giobal Education

>

>

>

Todays storage stacks do not allow full exploitation of even flash latencies
never the less SCM — trapped IOP’s in software

Must move away from thin client to heavy server to block storage (Lustre,
Ceph, MongoDB).

These stacks are incredibly thick. Client KV/Object -> MDS/Access Server-
>KV/Object Server->Kernel File System->block or network block.

Head towards embedding more of this in the client and provide light weight
one side enabled servers.

Applications use Middleware (HDF5 for example) to form Objects that go
directly to light weight object servers, no real server just light weight
kvs/object on the hardware.

+ HDF5 (HDF Group) Vol interface is an example

+ MDHIM (LANL) MultiDimensional Hierarchical Middleware is a user space
distributed KVS middleware

+ DeltaFS (CMU/LANL) is a user space file system Middleware
Storage Lessons from HPC
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BSD License SNIA.
Partners Welcome Global Education

https://github.com/mar-file-system/marfs
https://github.com/pftool/pftool)

Thank You For Your
Attention

» Los Alamos
NATIONAL LABORATORY
EST.1943
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