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Notices & Disclaimers

Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, software or service activation. Performance varies depending 
on system configuration.   No product can be absolutely secure. 

Tests document performance of components on a particular test, in specific systems. Differences in hardware, software, or configuration will affect actual performance. For 
more complete information about performance and benchmark results, visit http://www.intel.com/benchmarks .

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and 
MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to 
vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product 
when combined with other products. For more complete information visit http://www.intel.com/benchmarks .

Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These 
optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any 
optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. 
Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for 
more information regarding the specific instruction sets covered by this notice. 

The benchmark results may need to be revised as additional testing is conducted. The results depend on the specific platform configurations and workloads utilized in the 
testing, and may not be applicable to any particular user's components, computer system or workloads. The results are not necessarily representative of other benchmarks 
and other benchmark results may show greater or lesser impact from mitigations.

Intel does not control or audit third-party benchmark data or the web sites referenced in this document. You should visit the referenced web site and confirm whether 
referenced data are accurate. 

© 2018 Intel Corporation. 
Intel, the Intel logo, and Intel Xeon are trademarks of Intel Corporation in the U.S. and/or other countries. 
*Other names and brands may be claimed as property of others.

http://www.intel.com/
http://www.intel.com/
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Zetabytes and more zetabytes …
Global Digital Data Created (ZB)
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Today’s talk

1. Our industry transformation to embrace NVM

2. Our continued opportunities together



5

The journey begins ~ 2000

DRAM

HDD / TAPE
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Roll back A Decade+

It was a question if SSDs would be a killer application for NAND.

Intel Developer Forum 2007
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NAND SSD Tier ?

DRAM

HDD / TAPE

NAND SSD?
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The NEED for 
Open NAND Flash Interface
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NO standard NAND interface

There were many vendors, 
yet no standard interface, 
making it difficult to design 

SSDs.
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Enter OPEN NAND Flash Interface (ONFI)

ç

ONFI codified commonalities, and then started to scale for SSDs.
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Increasing Performance for SSDs
Intel Developer Forum 2008

ONFI defined 10x scaling of NAND interface in < 2 years.
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Enabling Scale for SSD industry

ONFI / JEDEC collaboration 
enabled unifying the industry to 
support scale of SSD ambitions.
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ONFI Continued Innovation

Steady innovation…

Flash Memory Summit 2014
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Keeping pace with SSD Needs

ONFI 4.0 in 2014 scaled to 800 
MT/s.

ONFI 4.1 in 2017 scaled to 1200 
MT/s.
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NAND Performance Improvements Are Slowing

ROI reduction at higher transfer rates due to NAND performance.
Keep ONFI steady, unless breakthrough in NAND media.



16

The path to NVM Express
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THE Original “NVMHCI”
Flash Memory Summit 2009
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NVMHCI for client was a Misfire
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NVMHCI as a spring Board for Enterprise
Flash Memory Summit 2009
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Addressing The Gap …

Flash Memory Summit 2010
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Principles of Enterprise NVMHCI

Bucket 1: Eliminate performance bottlenecks 
seen in other interfaces.

• Remove uncacheable reads from command 
issue/completion

• Minimize MMIO writes in command 
issue/completion path

• Support deep command queues

• Simplify command decoding and processing
– Fixed sized (64B) command format

– Avoid “pointer chasing”

– Simple DMA scatter/gather list format

• Provide data usage hints to allow controller 
optimization of data placement

• Support MSI-X and flexible interrupt aggregation

Bucket 2: Provides an efficient and 
streamlined command set.

• Do not carry forward HDD command set legacy

• Eight optimized NVM commands

• Efficient driver level translation into SCSI 
management architectures prevalent in Enterprise

• Support for atomic write size, always larger than a 
sector

Bucket 3: 
Provides Enterprise features.

• End-to-end data protection 

• (i.e., T10 DIF / DIX functionality)

• Firmware update

• Encryption

• Comprehensive statistics

• Health status reporting

• Robust error reporting & handling

Bucket 4:  Provides scalable architecture 
for now & the future.

• Support for many core systems

• Supports up to 2K MSI-X vectors

• Support for 64K commands per queue

• Up to 64K Submission & Completion Queues

• Up to 232 outstanding commands to a controller

• Submission & Completion Queues may be 
mapped on a page basis

• Not tied to any specific NVM technology

Flash Memory Summit 2010



22

NVM Express “Born” in March 2011

Intel Developer Forum 2011
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developing the ecosystem
Intel Developer Forum 2012 Flash Memory Summit 2013
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Building out Enterprise features 

Intel Developer Forum 2013
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NVME Ships in 2H 2013

Intel Developer Forum 2013
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NVMe Delivers in Performance

Intel Developer Forum 2014
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Efficiently And with Low Latency

Intel Developer Forum 2014
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With Better Quality of Service

Intel Developer Forum 2015
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AND Analysts notice

Intel Developer Forum 2014
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NVMe continues to add capabilities

Intel Developer Forum 2014
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And Heads to new Frontiers …

Intel Developer Forum 2014
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Driving innovation in cloud

Intel Developer Forum 2016
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EVEN More Capabilities … NVMe Revision 1.3

Intel Developer Forum 2016
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Streams, Virtualization, And More

Intel Developer Forum 2016
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Latest NVMe roadmap
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Today’s Challenge Quality of Service at scale

Flash Memory Summit 2017, courtesy Chris Petersen
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Today’s Challenge Quality of Service at scale

Flash Memory Summit 2017, courtesy Chris Petersen



38

Today’s Challenge Quality of Service at scale

Flash Memory Summit 2017, courtesy Chris Petersen
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Call to action

Solve QOS at Scale

There are many approaches to solve quality of service at scale.

Collectively, embrace ONE path forward and SCALE the 
solution.
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Scaling the number of SSDs
Enter Fabrics
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Why NVME over Fabrics

Intel Developer Forum 2015
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Architecture of Fabrics

Intel Developer Forum 2015
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NVMe Over Fabrics 1.0 DELIVERED in 2016

Intel Developer Forum 2016
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Introducing TCP as a Transport

Alternative to iSCSI to realize full benefits of NVMe end to end.
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Software plays key role

http://mt.sohu.com/20170228/n481925423.shtml
https://www.redbooks.ibm.com/redpapers/pdfs/redp5437.pdf
* Other names and brands may be claimed as the property of others

SPDK provided a boost with more IOPS/Core and less overhead.

http://mt.sohu.com/20170228/n481925423.shtml
https://www.redbooks.ibm.com/redpapers/pdfs/redp5437.pdf
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Connectors, Form Factors, Oh My…
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Enabling 2.5” PCIe* SSD, now known as U.2

Intel Developer Forum 2011
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U.2 takes shape

Flash Memory Summit 2013
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Inventing M.2

Intel Developer Forum 2011
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M.2 emerges in client

Flash Memory Summit 2013
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But … M.2 and U.2 keep us in the “Legacy box”

Flash Memory Summit 2018
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Invest for the future with EDSFF

Flash Memory Summit 2018
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We delivered NAND SSD Tier at scale, Together

DRAM

HDD / TAPE

NAND SSD
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Future NVM is now
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Focus of NVMe – Enable Future NVM

Intel Developer Forum 2011
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Preparing the way for an NVM breakthrough

For full SSD benefits, must architect for NVM from ground up.

Flash Memory Summit 2013
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The breakthrough

Intel Developer Forum 2016
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Reimagining the Hierarchy

Intel Developer Forum 2016
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With previously unreachable performance

Intel Developer Forum 2016
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Proof Point: Cassandra 4.0* Database
R

e
a

d
 I

O
P

S

IOPS performance vs. Comparable Server System with DRAM and NAND SSD

1 Deploy
available Intel® Optane™ 

DC SSDs

Intel® SSD DC
P3700 (PCIe*)

Intel® Optane™ 
SSD DC P4800X

+30%

2 Optimize
with available
software tools

Intel® Optane™ SSD DC P4800X
w/ Direct I/O* Java optimizations 

2.5x

3 evolve
with next-generation
memory technology

Intel® Optane™ DC Persistent Memory
with app direct mode optimizations

9x

1System configuration: Server model: 2x Intel® Xeon® E5 2699 v4 @ 4. Ghz, Intel system board S2600WFWF, 384GB DDR4 @ 2667Mhz, 4x Intel® Optane DC SSD 375GB; CentOS 7.3.1611 (kernel 4.17.6) , Network is 10GbE. Apache Cassandra version 4.0-
SNAPSHOT (DirectIOfrom Intel-based Java DirectIODevelopment team). Cassandra-stress tool used for benchmarking embedded into the Cassandra version build 4.0. Java heap size 64GB, Java Garbage collector G1GC, Java Version Oracle JDK 10.01 
that embeds with Cassandra. Experimental release used for Optane Persistent Memory based system. Baseline nvmeNAND Intel Drives – Intel SSD DC P4510. Baseline consists of Operating System OS page cache (not DirectIO) and best methods per 
Datastaxand lead Companies of the Apache Cassandra Open Source version Project Management Committee. Performance results are based ontesting as of July 2018 and may not reflect all publicly available security updates. See configuration disclosure 
for details. No product can be absolutely secure.
* Other names and brands may be claimed as the property of others
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The Emerging hierarchy

DRAM

HDD / TAPE

NAND SSD
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Remember the ever increasing Zetabytes
Global Digital Data Created (ZB)
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We have invented the future together

Let’s continue our work over the next decade
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