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Machine Learning to Detect Workloads

3 Motivation
Complex new-age workloads
Hardware agnostic applications
Virtual layers in cloud infrastructure
Dynamically changing requirements
SLAs becoming more important
Importance of optimal use of resources
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Setting the Stage

1 Six different workloads with different patterns
VDI (VM desktops)
VDA (Streaming)
SWBUILD (DevOps)
Database
Mail-server
File-share
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Objective

A Detect the workloads from one another
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Method Overview

1 Supervised Neural Networks (4 x 3)

1 Use file system counters as inputs

3 Predict workload type based on counter DNA
3 Probability of each of the 6 types as outputs
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Basics of Supervised Neural Networks

Input Vector Nodes Output Classes

O
Stars * O O O Pattern Star

O
Clouds O O g O Pattern Cloud

Feed forward the values -2
Adjusting weightages in < back-propagation of errors
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Collecting Sampling and Pre-Processing

1 Raw data for this experiment was file system
counters from the VxFS file system. There are
283 file system counters that cover operations
such as allocation and flushing of page cache,
usage of inode cache, and all the vnode data
and meta-data operations
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Collecting Sampling and Pre-Processing

3 These counters reflect the workload activities
happening on the server as the |Os trickle down
from applications to storage system

7 Real-time data was collected for both training
and testing the network (283 counters collected
with 10 sec intervals)
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Collecting Sampling and Pre-Processing

7 Pre-processing is done by
0 Removing unused counters
a3 Normalize by the highest count
0 Scaling data from 0 to 10

3 The final input vector used for neural network
had 119 counters
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Samples of Raw and Processed Data

VXFSSTAT Counter data for File Share workload VDI VDA SWENTLD DB Fastnrk FileShare
vrxi_alloc_emap 158346 vl superwrite 4] @.oed °.oee e.eee @.eoa 0.ooa e.eoa
i i - e 9.092 ©9.PP@ P9.PP@ ©9.000 0.0E@ P.QOO@
xxi.alloc smae ¢ MxiMrite asynecnt B B.0@0 1.146 ©.080 @.477 5.341  5.200
}  IhHE pa o o000 ool olamo oo oono 0.000

= ~Tino_retry el Rt #.000 0.080 0.00@ 0.000 0.080 .00
vxi alloc_findfail 3 vxi_write_donetran 2]

AR 16843 . ite 1 d i #.000 ©0.980 0.00@ 0.800 1.531 0.000
¥xl alloc sumsum VXL _Wrlte_logge @.000 0,900 9.PPD ©0.00B 2.676 B.6BZ
vxl alloc _findfix B .81 er_.tE logonly 4] A.000 B.B00 ?.000 B.800 5.183 4.2726
uxd alloc _mapflush B vxi_write_rand 2 B.080 B.PRR B.00P B.ee0 1.322 3.451
yxi_alloc prev 2821 33674 ®.00@ P.PB@ A.PP@ @.P@P 5.165 4.528
VK}_BHM_SEEFEP\ 33153 g 2.809 ©.2B@ B.BP@  P.B@R  5.1B5  4.556
vxi_alloc _sumclean 1.146 1.6B1  4.336 1.447 3.B55 4.023
wvxi_alloc_try 35871 i 7776236 1.146 1.6B1 4.665 1.462 4,948  4.629

8 vxi_pagecluster 8 1.146 1.B69 4.BEE  1.531 5.91@ 5.576
2 vxi_pagestrategy ] @.600 1.431 4.491 @.778 5.859  5.524
18536 wxi_paout 740871 6.241 6.242 £.133  5.985 6.229  6.229
42561 ¥xi_popgout 9B3420 6£.833 6.833 6.B33 6.833 6.833 6.B33
2 vxi sync_delxwri 8 4,817 2.956 5.541 4.363 6.211 5.781
376513 vxi_sync_inode i} 4.817 2.956 5.541 4,363 6.211 5.784
333052 vXi_sync_page B B.oda B.2Re 1.204 B.opa 1.B98B 3.621
vxi_bdwrite loglow e} vxi_write_only ) @.ep2  ©.8e@  B.pR@  @.epa  0.pe@  B.ooa
wxi bcache curkbyte 1693416 wxi_write_throttle @ @.gea  0.477  3.184  0.301  2.621  2.746
wxi_bcache maxkbyte ERBPA4512 vxi_read_to_map B 5.318B 3.973 5.28B4 S.e08 6.227 5.636
vxi bec chunksteal B wrl dirc_setup B 5.318 4.851 5.307 5.050 6.276 5.668
Vvxi be hits EB4ER3 @ f.000 0.980 1.204 ©9.000 0.08@  3.156
: seey 20 Toer 2 pom s 5o
vxi_be_reuse 4119 vad.fnan.indir. lookun .8 2isas  2.545 o.008 0.800 2.545 2.545
Sample of Raw vxfsstat Data

Sample of Raw vxfsstat Data P
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Training and Testing of Neural Network

o 4 x 3 Neural Network
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he Training Cycle

7 50 pre-processed input vectors were used for
each workload (119 counters each vector) .

3 A 3-layer / 4-node neural network was found
sufficient to learn for classification. The Neural
Network was trained iteratively using these 50 x
6 training patterns. Output classes were defined
to be the six workloads.
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he Training Cycle

3 The network was trained by iteratively reducing
errors in classification until classification
efficiency was achieved

a3 The final set of weights were stored to be used
during real-time testing of the workloads
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esting the Network

a3 The network was then applied to hundreds of
un-seen test vectors gathered from real-life six
benchmark workloads which were randomly fed
to the trained network

a3 The network generated classification for each
Input vector as output
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Output Vector for Six Workloads

Six Noisy workloads generated by different benchmarks

Classification by ML

VDI VDA SW DB Postmark | Filebench
VDI 0.97970 0.00147 | 0.00103 | 0.00584 | 0.00173 0.00052
VDA 0.00000 0.98072 | 0.00004 |0.00014 | 0.00000 0.00000
sSw 0.00010 0.00323 | 0.97758 | 0.00018 | 0.00003 0.00061
DB 0.00167 0.00005 [ 0.00000 | 0.95408 | 0.00007 0.00072
Postmark 0.00039 0.00020 [ 0.00001 | 0.00013 | 0.99474 0.00001
Filebench 0.00020 0.00006 | 0.00340 | 0.00230| 0.00041 0.97522

SDC
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Conclusion of the Experiment

1 Small neural networks can be trained to identify
workloads based on activity patterns

1 Workload detection has a high success rate
7 Detection can be done In real-time to take action

3 Applications can be built to manage cloud
Infrastructure with different workloads
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Possible Application Scenarios

A Detect anomalies, unbalanced use of resources

1 Take proactive action to improve application
performance

3 Monitor and improve SLAs
3 Help optimal scheduling of different applications
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Q&A

7 Thank Youl!
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