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Code availability

a3 All discussed code available on GitHub:
https://github.com/intel/intelRSD
It will be presented on SDC Workshop
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https://github.com/intel/intelRSD

RSD Overview
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Data Center Agility, Built on Open Standards

Today’s data center
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1. Source: Quantifying Datacenter Inefficiency: Making the Case for Composable Infrastructure, IDC, Document #US42318917,2017.
2. Source: Disaggregated Server Architecture Drives Data Center Efficiency and Innovation, Shesha Krishnapura, Intel Fellow and Intel IT CTO, 2017
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Intel®
I:Il:l Rack Scale
[ Design

“an industry-aligned architecture for
composable, disaggregated infrastructure
built on modern, open standards.”
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https://h20195.www2.hpe.com/v2/Getdocument.aspx?docname=a00005183enw
https://www.intel.com/content/www/us/en/it-management/intel-it-best-practices/disaggregated-server-architecture-drives-data-center-efficiency-paper.html

Intel® RSD Key Attributes
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Intel Rack Scale SVV Stack

Cloud or Data Center Manager
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VMware OpenStack el DIY
Microsoft DIY Datacenter Mgr

Rack Scale POD Management API

POD Manager POD Manager
Functionality Functionality
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Network Services API

Rack Scale Pooled Systems API

Compute Network FPGA Memory Network Network Storage Logical Thermal
Module Module Module Module Infrastructure Protocols Pools Volumes

Accelerator Fabric Storage Networking Storage Chassis
Module Module Module Services Endpoints
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Intel Rack Scale Storage Services
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NVMe over [Fabrics
using Swordtish




RSD components for NVMe-oF

POD Manager h
Management
network
Discovery
2 -
Service 1 Storage Server
Data
network

Client host

(initiator)

S D @ 2018 Storage Developer Conference. © Intel Corp. All Rights Reserved.




Swordfish resources in RSD

7 StorageService

3 DriveCollection

7 EndpointCollection

7 StoragePool (+Collection)
7 Volume (+Collection)

7 Capacity

1 StorageReplicalnfo
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NVMe over Fabrics using Swordfish

"ConnectedEntities":
{ "EntityLink": {
"@odata.id": "/redfish/vl/StorageServices/1/\Volumes/1" },
"EntityRole": "Target" }],
"Identifiers": [
{ "DurableName": "ngn.2014-08.org.nvmexpress:uuid:397f9b78-(...)",
i "DurableNameFormat": "NQN" }],
Create Endpomt "IPTransportDetails": |
L y { "TransportProtocol": "RoCEv2",
"IPv4Address": { "Address": "192.168.0.10" },
"Port": 1023 1}],
Volume "Links™: {
"Oem": {
"Intel_RackScale": {
"Zones": [ {"@odata.id": "/redfish/vl/Fabrics/NVMeoE/Zones/1"}],
"Interfaces": [
{"@odata.id": "/redfish/v1/Systems/Target/Ethernetinterfaces/1"} ]

* Target host only b
* Discovery Service & Target Host
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NVMe over Fabrics using Swordfish

"ConnectedEntities": [

{ "EntityLink™: null,
"EntityRole": "Initiator"  }],

"ldentifiers™: [

_ { "DurableName": "ngn.2014-08.org.nvmexpress:uuid:12345678-(...)",
D Create Endpoint "DurableNameFormat": "NQN" }],
p— [ 5 "IPTransportDetails": [ |,
| 4 .
"Links": {

e "Oem™: {
Initiator "Intel_RackScale": {
host "Zones": [ {"@odata.id": "/redfish/v1/Fabrics/NVMeoE/Zones/1"} ],
"Interfaces": | |

11}

S D @ 2018 Storage Developer Conference. © Intel Corp. All Rights Reservec



NVMe over Fabrics using Swordfish

L'I'El:lsclbf)ints": [
Endpoint {
i Create Zone >> "@odata.id": "/redfish/vl/Fabrics/NVMeoE/Endpoints/1"
Target g b
{

"@odata.id": "/redfish/v1l/Fabrics/NVMeoE/Endpoints/2"
}

]

}

S D @ 2018 Storage Developer Conference. © Intel Corp. All Rights Reservec



RSD Enhancements
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RSD Enhancements to Swordfish/Redfish

3 Endpoint

Authentication — indicating what
authentication is required by this endpoint
7 Currenly CHAP model supported
7 Planned to extend for key-based authentication

Zones — array of all zones where this endpoint
exist

Interfaces — array of available NICs
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RSD Enhancements to Swordfish/Redfish

7 Volume

Endpoints — array of links to Endpoints that
connect to this volume

Bootable — flag

Metrics — volume metrics (telemetry)
0 StorageService

ManagedBYy — link to service manager
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RSD Enhancements to Swordfish/Redfish

3 Drive:
FwVersion — usefull for inventory
UsedBY - link to StoragePool

Metric — subresource containing metrics:

JTemperatureKelvin, UnitsRead, UnitsWritten,
HostRead(Write)Commands, PowerCycles
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Can’t Miss: SNIA Swordfish™ Events

7 Hands-on Workshop, Tuesday, 9/25
Mezzanine, 2:50 p.m. and 5:00 — 7:00 p.m.

Visit interactive workstations and see actual
Implementations Swordfish

Work with open source development tools

0 BoF, Monday, 9/24
Winchester, 7:00 p.m. — 9:00 p.m.
Discussions from adoption to integration
Have a beer and get your questions ready!
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Questions?
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