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NVMe-oF®, the choices and the confusion
Use Cases by Fabric

Securing NVMe-oF
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Scaling our NVMe Requires a (Real) Network

Many options, plenty of confusion NVMe Server Software
Fibre Channel is the transport for the vast L
majority of today’s all flash arrays

FC-NVMe Standardized in Mid-2017

Server Transport Abstraction

RoCEvZ2, iWARP and InfiniBand are Fibre
RDMA-based but not Compatible with Channel ROCEv2 iWARP Infiniband FCoE TCP
each other
NVMe-oF RDMA Standardized in 2016
FCoE fabric is an option Storage Transport Abstraction

NVMe/TCP —is here! Standardized in “

NOV2018 7% NVMe SSDs
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RDMA Use Cases by Application
-r “

NIC wit 8

" JRoCEv2
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NVMe-oF ™ RDMA - potential challenges

Infrastructure and Skillset change?

. . RNIC Upgrade
Not Automatic Keeping the Required
network ‘lossless’
Not Precise RDMA Camps
RDMA/OEFD
Not for everyone expertise Creates Islands

Skillset Requirements Backward Compatibility <
£ f Iusw s0Ls » q

R
N, I,
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Relationship Status: Microsoft and RoCE
‘ reemkeioua

After endless support calls with customers

struggling with the configuration complexity . :

of ROGE. we have updatad our RDMA Storage Spaces Direct hardware requirements
network recommendations: £ 04/11/2018 - ® 3 minutes to read - Contributors @ €@ 8 @ @ all
docs.microsoft.com/en-us/windows-... Network|ng

Recommended (for high performance, at scale, or deployments of 4+ nodes) /

e NICs that are remote-direct memory access (RDMA) capable, iWARP (recommended) or RoCE

- 4 e Two or more NICs for redundancy and performance
L ® 25 Gbps network interface or higher \_ﬁ

iWARP

See the Microsoft Blog — comparing the RDMA types

https://blogs.technet.microsoft.com/filecab/2017/09/21/storage-spaces-direct-with-cavium-fastling-41000/
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https://blogs.technet.microsoft.com/filecab/2017/09/21/storage-spaces-direct-with-cavium-fastlinq-41000/

Latency (us)

NVMe Transport Performance

]
Comparisons

NVMe-oF Latency Comparisons NVMe-oF IOPS Comparisons

4KB Random Reads Single Thead and 1O Depth 32KB Random Reads 8 Threads and 32 10O Depth
2
Q
1
o
b
K
2
8
«
2
O
o

Local NVMe Software iSCSI NVMe-oF RoCE Local NVMe iSCSI NVMe-oF 25GbE
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FC-NVMe!

%\»Fim/‘)) %’E—-
Low Latency, High Throughput

“NVMe” Over Fibre Channel

Low Latency

Reliable, Secure, Leverage Existing Investments in Fibre
Available Channel

FC-NVMe T11 Committee Ecosystem Ready P
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FCP vs. FC-NVMe slere

=
I

FCP vs. FC-NVMe: 4KB RD & 4 Jobs / DP to 1 LUN/NS per port

56 512 1024 ~

1 2 4 8 16 32 64 128 2

OUTSTANDING 10S

FC-NVMe Scales in performance Y
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Use Cases by Fabric

DAS, HPC, Al/ML Enterprise Applications All Applications

J '@'hadmap w (o (1=[alaa]5) |
ORACLE
MaraDB * e
DATABASE
0 mongo vmware % *
i _ docker
v ORACLE 5
: 1D " DATABASE 7a
cassandra Maghin:\" HPC DATABASE ) "
Learning oo mongo
\ SQL Server »

NVMeRDMA (Ethernct) | |ECHNNMBURBRISISRREIN  NvMeTCP (Echernen

Performance at the cost Leverage existing Simplicity is key. Balance of
infrastructure. Reliability is performance and cost

of complexity

Logos are indicative of workload characteristics only. ke)’

2019 Storage Developer Conference. © Marvell. All Rights Reserved.



NVMe/TCP \/ \/




NVMe-oF: NVMe/TCP

What: Defines a TCP Transport

Binding layer for NVMe-oF | S
Promoted by Facebook, _ﬁ
Google, Intel, Marvell etc. | Fiesysem |

Not RDMA-based, Standardized [ e
on 15NOV18 — e

= Enables adoption of NVMe-
oF into existing datacenter
IP network environments
that are not RDMA-enabled

FC Driver ‘ Eth Driver

Why: e [ e ]‘[ o | [
| |
|
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NVMe-oF Driver Stack

Block-mq
nvmet nvme
nvme API nvme API nvme API
nvmet API nvmet API nvmet API blk-mq API blk-mq API blk-mq API
nvmet-tcp T ey e nvme-tcp nvme-rdma
(sw nvme-tcp) (sw nvme-tcp)
| qedn | | gedn |
(Target mode) (Host mode)
qede qedr gede qgedr

qed qed

FW FW

Target < > Initiator
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Offloading NVMe/TCP

Host

~
NVMe Host (nvme) 10 stack
Send Completio Rzg,::a ri
Queue n Queue
J

e )

NVMe Host Transport (nvme-tcp)

At
stack

NVMeTCP PDU

Header PDU Payload
TCPI/IP Stack
TCP
Heade Tce H.reg:e el
Payload Payload

L r

L2 Driver (qede)

s —

HW/F

Target
NVMe Target (nvmet)
Read/Wri
Send te Data Completio
Queue Buffer n Queue

[

NVMe Target Transport (qedn)

Linux
stack

NVMeTCP PDU
Header

PDU Payload

TCP
Header

TCP
Header

TCP Payload TCP Payload

HW/FW
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Accelerating NVMe/TCP

4K Read IO - | pending latency [usec] 4K Write 1O - | pending latency [usec]
oo Iy Y r} ) g —0_2o Py - r'Y rY
o o o e ° o ° o o o 00
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—o— NVMe/TCP (software) 0— NVMe/RoCEv2 —e— NVMe/TCP - Offloaded —8— NVMe/TCP (software) NVMe/RoCEv2 ——8— NVMe/TCP - Offloaded
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Cost of /O — NVMe/TCP

128K Write 1Os - 100Gbps - CPU Utilization
100%

128K Read I1Os - 100Gbps - CPU Utilization

100%

800, 80%
60% 60%

40% 40%
20%

0% L% 0% Loon% |

NVMeTCP offload NVMeTCP SW NVMeTCP offload NVMeTCP SW

Significant CPU Savings with NVMe/TCP Offload

171
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Security FC-NVMe v




Drivers for FC-NVMe Security

Security and Privacy Sensitive Verticals

Healthcare Financial Government Defense
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Cost of a data breach and Recent events ElXde

Last updated: 1 April 2019

2019 Cost of a

IBM i
@ et Seomity Data Breach Report

Global Averages -

Average total cost of a data breach

3.92M

aaraen 25,575 records

Cost per Time to identify and
lost record contain a breach

$150 279 days

Highest country average Highest industry average
cost of $8.19 million cost of $6.45 million

United States Healthcare

Poncn*n

Source: IBM Security

Colour YEAR DATASENSITIVITY Filter Low SR Hich  Search
Latest Blonk
8ft  Meda BT e Chirbox °"™®  EyeEm GeMt | Houzy "Bmwe ShoreThis @ = - YouNow
P— o
2019 1y, MongoDB ke Toyota T

@ commma DUbsmash o109 poseton Ixigo Nometests Roll20 Arpacar Fv'c’r;
162,000,000 120,000,000 ruane (RS0 ‘ r
Direct,
= e Myfnesseol

500px
@ (Y. Google+
d irobase o m
o i Bras-l Twitter WordPress

Chinese M\ ' iy Tm 330,000,000
leak _Duon a records

> =
MVNOs
(R Oues - Turkish
EE=N. Y - S e Three cifizenship
: @
Cinken | Dailymaticn 68,700,000 P Telegrom
campaign ’ Linkedln Wbty m uTorrent
117000000 V™ U

Minecroft

Anthem |l resires - [VRNT)

sources: databreaches.net, IDTheftCentre and media reports

None of these breaches have been
directly attributed to
Fibre Channel
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Isn’t FC Secure Already?

Trusted Storage Interconnect for Decades

Ph)’SicaI Securit)l * Data Centers are physically secured

Segr’egation  Fibre Channel SANs are segregated networks
* FC Zoning ensures fabric partitioning
* LUN masking restricts access to specific LUNs

Management * Out-of-Band Management (IP) is secure, OS Controls
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Yes, But...

= New Data Center Architectures bring new threats

Distributed data centers - Remote replication and DR backups may be accessed by
different users over Fabrics that span several sites

Multi Tenant data centers — Need to segregate and protect data traversing the same wire

= Increasing scale of FC SANs

Networks can be misconfigured
Fabric configuration databases are shared, have WKAs

« Existing mechanisms may not be enough
Switches are the sole entity that grant/deny access

= Authorization based

“Segmentation” tools being used to implement “Security”

= Soft zoning, LUN Masking
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Potential DC Storage Security Threats

Sniffing Storage Data Session Hijacking
Storage Traffic Masquerading Corruption

Mitigated by Fibre Channel SAN Security
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FC-SP-2: What and Why?

Why? : Need to transition SANs from Authorization and

segmentation based FC security to authentication and encryption
based security!

What? FC-SP-2 is a ANSI/INCITS standard (2012) that defines
protocols to —
Authenticate Fibre Channel entities
Setup session encryption keys
Negotiate parameters to ensure per frame integrity and confidentiality
Define and distribute security policies over FC

4
Designed to protect against several classes of threats <
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Fabric Security Architecture

Components of FC-SP-2 Security Architecture

Authentication

Authentication secu”ty
Infrastructure

Crypto Integrity ..
Associations Confidentiality Authorization

Frame by
frame
encryption,
replay
protection,

S Protocol to Protocol to
eq‘et, assure identify establish
certificate,

of Shared key
password communicatin between

Fabric policies
that control
which entities
can connect

and pre- g entities, communicatin
shared key negotiation of g entities,
based security Based on
; requirement IKEv2
architecture and protocol (RFC4595)

origin
authentication,
ESP_Header
or
CT_Authentic
ation

with each
other,
management
access to the
fabric

2019 Storage Developer Conference. © Marvell. All Rights Reserved.




FC-SP-2 ESP header

ESP_header (optional) is a layer 2 security protocol that provides
Origin authentication
= Integrity
Anti-replay protection
= Confidentially

Encapsulating Security Payload (ESP) is defined in RFC 4303

FC-FS-3 defines optional headers for Fibre Channel, FC-SP defines how
to use ESP in Fibre Channel

Similar protections exist for CT_Authentication

| Original Packet |

0RO
mom

FC Header Payload (2112 bytes)

I [Fosrzeserace]

A
mom

| le Encryption
<
<

2019 Storage Developer Conference. © Marvell. All Rights Reserved.



Silicon Root of Trust

Protecting the Integrity of Fibre Channel Firmware

Verifies firmware signature using Silicon

Siening Fibre Channel firmware
gMng ﬁ Root of Trust

Unsigned Signed
Firmware Firmware N
8 ™ Marvells % Post to Web \’\/’ Firmware
RSA Private }
SHA-256. Key load from Web % — % ‘
Signature Decrypted
. Encrypted Marvell’s  Signature
Digest Dx.gest RSA Public
(aka Signature) Key in Silicon RoT
l )
I

Process at Factory/Manufacturing
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Key Takeaway



Making the right “fabric” choice!
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That’s it!
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