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Agenda

= Updates on the TWG Membership
= Updates on the TWG Work Efforts
= Status of the Architecture

= Status of the SW API

= \What is Next?
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The Growth and Evolution
TWG Membership
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The Continued Growth of Experience
= TWG Working group is continuing to see growth

* Member count is up, Users following’

and ‘participating’

* 51 companies, 261 individual members

= Work in the Special Interest Group
» CS SIG - Webinars, Blogs, Events

= Collaborating with other Groups

51 Participating Companies - 261 Member Representatives
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* NVM Express — Computational Programs
» Be sure to check out the session presented by the Co-Chairs of that work
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The Efforts to Get Information Out is Continuing

= ComputerWeekly.com
= 13-part Series

Gartner

COOL
VENDOR

= 2018 and 2021 ‘Cool Vendor’

= Gartner Analysts

* Hype Cycle Entry

= Sponsored Efforts

Key Solution Elements

Parallel Database with
Computational Sterage e Taiee) AREes

Embed compute with storage,
offloading main server,
improving performance on
smaller systems by reducing
data transfer to main system
and enabling on-chip
inteligence

vSphere & Bitfusion

Query across NVMe devices in
parallel, making effective use
of computational storage acceleration for computational
Embedded analytics allowing storage w/ Bitfusion.

analytics free of resources on Effective use of limited host
the main system. Seamless resources.

Ability to offer Edge resiliency
with VSAN, HA, FT. GPU

replication of data to backup
host.

vmware
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El\ CW Developer Network

Computational storage: A Computer Weekly
analysis series

Hype Cycle for Compute Infrastructure, 2020

Imernutatie

Quantum

NVMa-oF —
Dasp Moural Network ASICE # k
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Hype Cycle for Storage and Data Protection Technologies, 2020

El CW Developer Network

aHCI

Computational storage series: Evaluator Group
- Speculations, expectations & extrapolations

Meurorranphic Hm.-‘

Med-Denerston IMerornecss El\ CW Developer Network

IT/OT Hybnd Servers:

expactations

Computational storage: NGD Systems / SNIA -
Icebergs at the Edge

FACS (NextGen Smaniils)
Confudential Computing

apetations

a Cliff Saran's Enterprise blog

s An opportunity to redesign computer
o architectures

Plateau will be reached tima

How computational storage delivers datacentre
benefits

Computational storage is an emerging field of IT that features compute processing
power closely coupled with storage. We look at what it can be used for

a OanietRobinson a1y 201

Qoo B S @ Bwus

perspectives P —— s e et ot stz oot

RESEARCH AND INSIGHTS

Computational Storage in the Data
3 Decade

Leam how computational data storage allows us to process and compute data more efficientl.
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The Output of the Work

Publicly Reviewable Documents
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Current Progress of TWG Output

= Architectural Document has been Released
= V0.8 is now in Public Review -
= Many updates from 0.5 SN|A

Advancing storage &
information technology

[ | Inltlal release Of API Document Computational Storage Architecture

and Programming Model
» First level support of customer interface

| |
Abstract: This SNIA document defines recommended behavior for hardwar
Computational Storage.
®

Publication of this Working D aft for iew and comment has been app|
Storage TWG This draft represents a b st effort” attempt by the Comp utal Advancing storage &
i ced, or

soletq :
ok | information technology

= Security now being reviewed

Working Draft

= |n Collaboration with Security TWG e 92021 Computational Storage API

Version 0.5 rev 0

ABSTRACT:

This SNIA Draft Standard defines the interface between an application and a Computational
Storage device (CSx). For each CSx there will need to be a library that performs the mapping

= Sessions at this Event on API and Architecture!! e
= Bill Martin — Architecture work Working et
= Oscar Pinto — AP| work

eliminary consensi it may updaed I ced, or made obsolete at al ylma This dnnuma l
h \d tbe used srsl ference material ol led other than a “work in progress.” Suggestiol
should be directed to htty /lwww ia.0rf ./" edback/.
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The Use Cases — Annex — Review?

= Many Members supported actual use cases, Feedback!!

ANNEX B. (INFORMATIVE) ILLUSTRATIVE EXAMPLES.........cco e 37

B.1 CSFs 0N A LARGE MuLTI-DEVICE DATASET USING CEPH ...

N 3(:»»1,&” MEMIORY
M SIONI= BAIN [DISY IO RAGE

B.2 UsING A CONTAINERIZED APPLICATION WITHIN LiNux (CSEE wiTH INCLUDED CSF)...

B.3 DaTta DEDUPLICATION CSF ...

B.4 A COMPUTATIONAL STORAGE FuncTiON ON A NVM ExPrREss anD OPENMCL BASED

COMPUTATIONAL STORAGE DRIVE ILLUSTRATIVE EXAMPLE........cviiieiiveeeeeeevenceneeeensnnceneeessesnnnnns. B0
B.5 DATA COMPRESSION CSF EXAMPLE .. SIT E@@E
B.6 DATAFILTER CSF EXAMPLE.... C 0 P“ﬁI@lT OHN A“L

B.7 ScaTTER GATHER CSF..

R
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https://sniacmsiblog.org/?s=Computational+Storage&submit=Search

What is the CS Architecture?

Decoding CS, CSF, CSE, CSEE, CSR, CSP, CSD, CSA
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What Has Changed? Architecture

= With More Members, there is More Understanding

Online SNIA Dictionary
A glossary of storage networking, data, and information management terminology. To learn more about the SNIA Dictionary click here.

Select from the alphabetical list, search for terms and/or filter by context.

Search Terms Context Filter

computational storage v APPLY RESET

1) Re-naming ‘internal’ Computational Storage Processor —
a. Component within a CSx is now called a Computational Storage Engine (CSE)

2) New architectural concept of a Computational Storage Engine Environment (CSEE)
a. This would be attached to a specific CSE and defines the environment for CSF

3) New architectural element of a Resource Repository that contains:
a. CSEEs that are available for activation on a CSE

b. CSFs that are available for activation on a CSEE

4) Discovery and configuration flow documented
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A Brief Rundown of the Dictionary Changes

REMOVAL OF - CSS, FCSS, PCSS to better align the Architectural
use case of the Computational Storage Devices (CSx) - Addition
of replacement terms below

Computational Storage

Computational Storage Resource (CSR) —

Computational Storage Engine (CSE) <) Computational Storage Function (CSF)

J
h Computational Storage Processor (CSP)

_ Computational Storage Drive (CSD)
_ Computational Storage Array (CSA)

R
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Discovery Process Flow

r ~
Discover CSxes
\— _J
\ 4 + +
For Each CSX: For Each CSX: For Each CSX:
Discover CSEs Discover Resource Repository Discover FDM
Session at this Event on this work
\ 4 =
F E h CSE m;t)svampm CONFERENCE A SNIA" Event
or Eac : iR
Discover activated CSEEs “""'s D @ s?;?iimb? g:gge 2021
\ 4 %V \ 4
Discover CSFs Computational Storage:

For Each CSEE: Discover CSEEs

In Resource Repository In Resource Repository

Discover activated CSFs

Moving Forward with an Architecture and'ARI

Bill Martin

Samsung Semiconductors

STORAGE DEVELOPER CONFEREMCE
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What about the SW?

A brief look into the API
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What Has Been Created? - API

Proposes an Application Programming Interface to
Computational Storage devices

Allows a user application on a host to have a consistent
interface to any vendor’s CS device

Vendor defines a library for their device that implements

the API
a. Mapping to wire protocol for the device is done by

this library
b. Functions that are not available on a specific CS
device may be implemented in software
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cxAliochiem [, bytes, ., Ememdandie, NULL);

Host Hod

Allocate AFDM buffer(s) ‘
ﬂ Retrieve results

csQueueCopyMemReguest (req, ..., SretValue];

Read data from storage
it AFDM buffer

C5F places results into
€ internal AFDM buffer

csQueueStorageRequest [, req, —, EretWalue);
=T
= — = =
L Rissures Repefary
(=T
Pl
a sasssss - _9 E‘ Queue Compute Reguest
Data transferred directly i cslueueComputeReguest {reg, —, Arefvalue);
from storage into AFDM B -
buffer
Dervice Storge:

Computational Storage Drive |CSD)
Decrypl >

Figure 3: Example API flows

Copy AFDN

1o Host

. Storage Read
Desired offload =
sired compute o AFDM
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What is Being Accomplished?

4 APIs Overview

Computational storage is possible with CSEs that are able to execute compute tasks

typically run on a host CPU. These CSEs may use FDM that is different from the host
memory and memory for storing CSFs. This memory is where computation programs
run when they do. A mechanism is needed to transfer data to and from AFDM. These
data transfers are required for inputs and outputs to the CSE compute functions. Data

transfers to AFDM may be from host memory and/or storage. There are specific APls COMPUTATIONAL STORAGE

that target these operations and interactions with the CSE. This section targets the

usage of APIs and how they are able to be used with CSEs for computational storage. Com putatignal Sturage APls
This standard defines a base set of functions. Additional libraries are able to be built on _ . )

this base set of functions. This version of the standard is tailored towards a host Oscar Pinto, Principal Engineer,
orchestrated interface. There are additional APIs required for a fully device managed Samsung Semiconductor Inc

interface. A future revision of this standard will also cover how the device may manage
the FDM without host control.

As Computational Storage APIs provide mechanisms to allocate AFDM, there is a
requirement that the case of computation overrunning the AFDM needs to be
documented. This will be documented in a future revision of this standard.

If the device that this API interfaces to does not implement a particular function the API
may return an error or implement an emulation of the function. The default is to return
an error. The mechanism to control which of these options is performed is to be defined
in a future revision of this standard.

STORAGE DEVELOPER CONFERENCE
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Moving Beyond Architecture

= Security and Computational Storage
= Security TWG collaboration

= |llustrative Examples Growth
= More and more ways to deploy

= Deployment Models and Feedback

» Customer use cases, market growth

STORAGE DEVELOPER CONFERENCE
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ABOUT STANDARDS EDUCATION TECHNOLOGY FOCUS AREAS NEWS & EVENTS RESOURCES MEMBERSHIP

Cloud Storage Technologies

> Computational Storage Computational Storage
Computational Storage Use Cases Today, Computational Storage is transforming enterprises worldwide. The SNIA Computational Storage Technical Work Group (TWG) is actively working on
establishing hardware and software architectures to allow for compute to be more tightly coupled with storage at the system and drive level. In addition, the SNIA
Compute, Memory, and Storage Initiative Compute, Memory, and Storage Initiative (CMSI) is focused on fostering the acceptance and growth of computational storage in the marketplace with the activities of
the Computational Storage Special Interest Group. To achieve those goals, the CMSI provides education, performs market outreach, and influences and promotes
Computational Storage Technical Work Group standards.

NVMe Computational Storage Task Group

The charter of Computational Storage Task Group is to develop features associated with the concept of %
Computational Storage on NVM Express devices. The scope of work encompasses how these features are
discovered, configured and used inside an NVIM Express framework. Examples of these features include Join NVM Express

general compute, compression, encryption, data filtering, image manipulation and database acceleration.

The target audience consists of the vendors and customers of NVMe Storage Devices that support

Session at this Event on NVMe Work
Kim Malone, Stephen Bates — Co-Chairs

computational features.

STORAGE DEVELOPER CONFERENCE
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https://www.snia.org/member_com/join-SNIA
https://nvmexpress.org/join-nvme/

L e R Sl s

SDC 2021 Recap of Sessions

STORAGE DEVELOPER CONFERENCE

COMPUTATIONAL STORAGE

Computational Storage Architecture Simplification and Evolution

Power-Efficient Data Processing with
Software-Defined Computational Storage

=, Samsung Electronics

al
A SNIA Event

STORAGE DEVELOPER CONFERENCE STORAGE DEVELOPER CONFERENCE

SEPTEMB WENT

Computational Storage Moving
Forward with an Architecture and API

=, Samsung Electronics Co., Ltd.

al
A SNIA Event

A
A SNIA. Event
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Jason Molgaard, Sr. Principal Storage Solutions Architect, Arm Inc.

COMPUTATIONAL STORAGE

Computational Storage APls
Oscar Pinto, Principal Engineer,
Samsung Semiconductor Inc

COMPUTATIONAL STORAGE

Scientific Data Powered by User-
Defined Functions

Lucas Villa Real, Research Software
Engineer, IBM Research

COMPUTATIONAL STORAGE

SkyhookDM: An Arrow-Native Storage
System

Jayjeet Chakraborty, IRIS-HEP Fellow
IRIS-HEP and CROSS, UC Santa Cruz

COMPUTATIONAL STORAGE

Computational Storage Deployment
with Kubernetes and Containerized
Applicationed

Scott Shadley, Co-Chair, Computational
Storage TWG - VP Marketing, NGD
Systems

COMPUTATIONAL STORAGE

Accelerating File Systems and Data
Services with Computational Storage

Brad Settlemyer, Storage Researcher,
Los Alamos National Laboratory

COMPUTATIONAL STORAGE

Stop Wasting 80% of Your
Infrastructure Investment!

Tony Afshary, Sr. Director, Product Line
Management, Pliops

COMPUTATIONAL STORAGE

Computational Storage

Jal Menon, Chief Scientist, Fungible

COMPUTATIONAL STORAGE

The Building Blocks to Design a
Computational Storage Device

Jerome Gaysse, Senior Technology and
Market Analyst, Silinnov Consulting

STORAGE DEVELOPER CONFEREMCE
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Please take a moment to rate this session.

Your feedback is important to us.

STORAGE DEVELOPER CONFERENCE
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