STORAGE DEVELOPER CONFERENCE

zs D ‘2|: Virtual Conference
- September 28-29, 2021

BY Developers FOR Developers

Computational Storage
Spark/Kubernetes

Containerized, Managed, Local, Accelerated

Scott Shadley, VP Marketing, NGD Systems
Director, Board of Directors of SNIA
Co-Chair, Computational Storage TWG

al
A SNIA. Event




Bringing Real Value to the Data

Computational Storage Acceleration of Results on Stationary Data
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The Market Evolution and Need for Local Compute
Our Friends at Gartner Say it best...

Structured Data is great for current infrastructure
=  Allows for ease of data movement, location, access, compute.
=  Only a small subset of the real data Iceberg

Structured Data

Unstructured Data is the greatest threat to results

= As more and more data is generated, it is more random

= Needs to manage this data locally are key

= Edge Computing is not able to scale at data growth pace
=  Anew way to compute on random, local data is needed

Unstructured Data

The Global DataSphere (Statista.com) shows how the
data growth is overshadowing the compute growth
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Partnerships Drive Innovation and Adoption

= \VMware Virtualization and Database Acceleration

» Customer Engaged, Joint Deployment focus
» Edge Analytics, migrating Nodes from CPUs to CSDs

Key Solution Elements

= Los Alamos National Labs -
» Partnership to evaluate the value of Distributed Processing

= Spark via Kubernetes one of several projects

Los Alamos National Laboratory welcomes NGD Systems
to the Efficient Mission Centric Computing Consortium

The collaborative effort will explore high capacity NVMe computational storage drive, and scalable computational

offloads for HPC and scalable computing uses
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The What and Why

What is Computational Storage and Why Spark?
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*EASY Steps Coming**

= The NGD Systems Computational Storage Drive (CSD)
IS LINUX OS in a Drive... Let’'s just use an (ssh)

= All code used in the following slides is “COTS”
= Consumer Off the Shelf - NOT CUSTOM ©

= Standard NVMe Storage, Linux OS instructions

= Intern or Experienced, It is ‘that easy’
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Before we get to Spark, Let's See History...

» Keep It Simple & Seamless — K.I.S.S.
* The best way to move forward is to leverage architectures already in use

I\Q/\ VMware Tanzu 1F ﬁiiﬁ”[:@““lﬂm
TensorFlow
A X O

e loT Edge

% Parquet Crl=somp O PyTorch

GREENPLUM Greengrass Core

Keras @ DATABASE
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Elasticsearch — Memory Focus

Total Performance Improves
- 20% Better Results

158,595
16,745

Reduced Power Consumption
- 30% LESS Power

127,722

m» elasticsearch

B Documents/s
- DRAM Usage Reduced by >50% o
- Host Only used 25GB
- Hybrid used 12GB
* CPU Usage Utilization Reduced by >50%
- Host Only used 24% Host Only CSD + Host
- Hybrid used 10%
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Integration of NGD Systems Devices to vSphere

Ubuntu over

NGD Systems TCP over NVMe & Std. NVMe
Computational

Storage Path Std. NVMe

A A

A

h
1 Std. NVMe

TCP over
NVMe

Private disk partition -
XFS

oS running Debian Shared disk partition -
OCFS

on Arm64

LINK TO ONLINE DEMO — VMWorld 2020

Key Points

* 1 GB/ sec transfer per NVMe device

* 16TB capacity per device

* Simultaneous addressing as storage device & as remote compute node
* PCl passthrough allows native use by VMs

* Greenplum running on each node
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1. VM Directpath 10 for NVMe devices

1. upto 15into a VM

2. TCP connected jump box allows addressing of
devices from network.

3. Two partitions
@ 1. one shared w/OCFS
N 2. one dedicated to Greenplum

Computational Storage

Embed compute with storage,
offloading main server, improving
performance on smaller systems by
reducing data transfer to main
system and enabling on-chip
intelligence

Parallel Database with

integrated Analytics

Query across NVMe devices in
parallel, making effective use of
computational storage. Embedded
analytics allowing analytics free of
resources on the main system.
Seamless replication of data to
backup host.

vSphere & Bitfusion

Ability to offer Edge resiliency with
VSAN, HA, FT. GPU acceleration for
computational storage w/ Bitfusion,
Effective use of limited host
resources,


https://www.ngdsystems.com/page/VMworld 2020

What about Mongo? Hadoop?
‘ mongoDB.

TCO BETWEEN SYSTEMS

| CapEx
W OpEx

NGD CSD

Off the Shelf
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o NGD Drive - 1)

Host Platform

Intel(R) Xeon(R) CPU E5-2620
vd @ 2.10GHz 32GB RAM

Data node

4 Cores
Used on
-~ CPU
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in-situ
data node

in-situ
data node

in-situ
data node

NGD Drive - 2) ~—= NGD Drive - 3)
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1 16-core host

Terasort performance

PCle/NVMe bus

in-situ
data node

= NGD Drive - 8

09
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0.7
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0.5

Performance (normalized)

4-core host

2 4 6

9 12

Number of Computational Storage Devices
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The Focus of this Discussion
Let’'s Get Back to Spark
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Developed, Deployed, Demonstrated

ys e S &> C @ U & 10.2030738080/-Spark w Search In @ ® | =

Sb'&‘if’\z .. Spark Master at spark://0.0.0.0:7077

URL: spark://0.0.0.0:7077

Alive Workers: 1

Cores in use: 4 Total, 0 Used

Memory in use: 4.8 GiB Total, 0.0 B Used
L Resources in use:

Spark Cluster — Newport deployment guide | &S ocap

Drivers: 0 Running, 0 Completed
Status: ALIVE

- Workers (1)

Worker Id Address State Cores Memory Resources
worker-20210610213944-10.42.2.4-38629 10.42.2.4:38629 ALIVE 4 (0 Used) 4.8 GiB (0.0 B Used)

1% Los Alamos

NATIONAL LABORATORY

GEORGETOM

~ Running Applications (0)

Offloading Calculations to
Computational Storage Devices:

ApplicationID  Name Cores Memory per Executor  Resources Per Executor Submitted Time  User State Duration

S pa rk and H DFS ~ Completed Applications (0)

ApplicationID Name Cores Memory per Executor Resources Per Executor Submitted Time User State Duration

Clyburn Cunningham |V, Justin Goldstein, Warren Hammock (USG),
Jacob Janz, Ralph Liu, Mitch Rimerman

Mentors: Shane Goff, Steve Poole, Kevin Bryant (USG)

LA-UR-21-28021
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What is Required To Get There?

- Comblnatlon Of TOOIS root@In-5itu-machine?:~4# 1sblk

NAME MAJ:MIN RM  SIZE RO TYPE MOUNTPOINT
] sda : 931.5G @ disk
Contalners sdal i 9.3G 9 part [SWAP]
sda2 : 1K 8 part
s Kubernetes sda5 : 186.36_ @ part /
sdab : 736G B part fmedia/data
sdb i 931.5G O disk
. HadOOp sdb : 300G_ 0 part /media/diskB
sdb2 i 631.5G @ part fmedia/2 diskB
m nvmednl 259 5.8T 8 disk
Spark I::vmeﬂnlpl 2591 1eeG_ @ part root@In-5itu-machine2:~# apt install nvme-cli
vmednlp2 253:2 5T 9 part Reading package lists... Done

root@In-5itu-machine:~4 Building dependency tree
Reading state information... Done

The source code for the experiments in this report is
located at the public repository ngd_docker _images.

5E DEVELOPER CONFERENCE
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What Does It Take to Get an ssh?

= The ONLY required file to Activate...

= In-Situ_Control_Newport.sh :
- - root@In-Situ-machine2:~# nvme io-passthru fdev/nvmednl -o 8xed® datalen=4896 -r
NVMe command result:@es2esse
root@In-Situ-machine2:~# ./In-5itu_Control_Newport.sh start
Starting Tunel nvme@nl tapl 1€.1.1.1 255.255.255.0@
nohup: redirecting stderr to stdout

" starting Device Agent d s
" Eﬂ:eCtlvely TCP Over NVMe '.-Jar‘:;n;?gpeﬁ::;;:nt?:nadd::m?gﬂ.1.'1.2' {ECDSA) to the list of known hosts.

Creating iptables rules for accepting packets from/to tunel interface tapl
Warning: Permanently added '18.1.1.2" (ECDSA) to the list of known hosts.
Changed the device name back to default :
localhost
Device name has changed:

[ | That,s it. o One Simple tOOI ) rcnt@In—Sitl:l—Tachinez:m# ?5h n.gd@.nudv.zl_ . . .
; The authenticity of host 'nodel (18.1.1.2)" can't be established.

ECDSA key fingerprint is SHA256:sblP6g/SyXByuQR4kYKUZoEw]j34hv0SaUlclje4GEnM.
Are you sure you want to continue connecting (yes/no)? yes

Warning: Permanently added 'nodel’ (ECDSA) to the list of known hosts.
ngdincdel's password:

Welcome to Ubuntu 28.84.2 LTS (GNU/Linux 4.14.1 newport 4.1 5.2+ aarch&4)

* Documentation: https://help.ubuntu.com

= Then you have an OS on the drive
= Optimized OS for Drive Level Use | e/ sy

This system has been minimized by removing packages and content that are
not reguired on a system that users do not log into.

STORAGE DEVELOPE
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Time to Get Kubernetes Running

= To make it easier to manage a large number of CSD nodes from the host with minimum effort, we will install
Spark as part of a Kubernetes Cluster.

= For that we need to install docker runtime and all the necessary dependencies to get Kubernetes cluster (K3S)
up and running.

= “Off the Shelf” commands...

root@In-Situ-machine2:~# k3s kubectl get node

MAME S5TATUS ROLES AGE VERSTION
in-situ-machine2  Ready control-plane,master 3m vwl.21.1+k3s1
root@In-Situ-machine2:~#

root@In-Situ-machine2:~# k3s kubernetes get node

MAME S5TATUS ROLES AGE VERSTION
nodel Ready <none: im  wl.21.1+k3s1
in-situ-machine2  Ready control-plane,master 45m  w1.21.1+k3s1
root@In-Situ-machine2:r~g

= To make it easier to deploy the Spark service as a cluster, there is a Git repository with the necessary scripts and a few
examples.

ER CONFERENCE
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Let's Fire up Spark

root@In-Situ-machinel:~#~/ngd_docker_images/kubernetes/bigdata?$ ./deploy.sh csd
Deploying in csd mode

(learing data in host ... u
Clearing data in nodel ... [ ]
host cleared. [

Done!

pod/hadoop-primary created
daemonset.apps/spark-worker-csd created
daemonset. apps/hadoop-worker-csd created

pod/spark-primary created root@In-situ-machine?:~& sudo k3s kubectl pet pod -o wide
service/spark-primary created HAME READY  STATUS RESTARTS IF MNODE HOMIMATED MNODE READIMNESS

service/hadoop-primary created
Summary: ContainerCreating=8, Pending=8, ErrImagePull=8, ImagePullBackOff= GATES _ .
Running=@ svclb-spark-primary-gmocfm 4/4 Running tmes  18.42.1.4 nodel LNone> LNCMNe>

Summary: ContainerCreating=8, Pending=8, ErrImagePull=@, ImagePullBackOff= cyrlb-spark-primary-wsdan 4/4 Running Smss  18.42.8.18 in-situ-machine?  <nonex» CMOMNE>

Running=@ _ e B - :
Summary: ContainerCreating=7, Pending=8, ErrImagePull=8, ImagePullBackOff= svclb-hadoop-primary-h2kjw 45/45 Running SHISS 18.42.1.6 nodel <nonex “MOME>

Running=1 svclb-hadoop-primary-Jiomd]l  45/45  Running cmss 18.42.8.12  im-situ-machine?  <nonex LMOMne>
Summary: ContainerCreating=7, Pending=8, ErrImagePull=8, ImagePullBackOff= hadoop-primary 1/1 Running Smes 18.42.8.9 in-situ-machine2 <nonex> <MHOME >
Running=1 . . . spark-primary N N N N
Summary: ContainerCreating=7, Pending=8, ErrImagePull=8, ImagePullBackOff= spark-worker-csd-wsalm root@In-Situ-machine?:~# k3s kubectl exec -it spark-primary -- spark-shell

E:x::§?1ContainerCreating=?, Pending=, ErrImogePull=d, ImsgePullBackoff= hadoop-worker-csd-7sfvc 21/86,/18 23:981:12 WARN HativeCodelLoader: Unmable to load native-hadoop library for your platform... using builtin-java

Running=1 root@In-Situ-machine2: & classes where applicable )
Summary: ContainerCreating=6, Pending=8, ErrImagePull=@, ImagePullBackOff= Spark context web UI available at hitp://spark-primary:4o48

E””"i"g=zc tainerCreatinget. Pending<d. ErrimesePulld. ImasePullBackOFf spark context available as 'sc' (master = locall*], app id = local-16233668E81445).
ummary: ContainerCreating=6, Pending=8, ErrImagePull=8, ImagePullBac = - - ' '

Running=2 spark session available as ‘spark’.
Summary: ContainerCreating=6, Pending=8, ErrlmagePull=8, ImagePullBackOff=8, CrashlLoopBackOff=8, Error=8, welcome to

Running=2

Summary: ContainerCreating=6, Pending=8, ErrImagePull=9, ImagePullBackOff=@, CrashlLoopBackOff=@, Error=8, r ] ],r
LY A R
!

Running=2 .lf
1".
'_A""l_l_.-llf_n'r ."I_,-I'r"'\_"l version 3.8.1

Summary: ContainerCreating=5, Pending=8, ErrImagePull=8, ImagePullBackOff=0, CrashLoopBackOff=0, Error=8,

Running=3 f_
Summary: ContainerCreating=4, Pending=8, ErrImagePull=8, ImagePullBackOff=8, CrashlLoopBackOff=8, Error=8,

Running=4

Summary: ContainerCreating=4, Pending=8, ErrImagePull=98, ImagePullBackOff=@, CrashLoopBackOff=8, Error=e, - - -
Runnin;=4 N € ¥ P using Scala wersion 2.12.18 (Open]DK 64-Bit Server wM, Java 1.8.8_292)
Summary: ContainerCreating=2, Pending=8, ErrImagePull=®, ImagePullBackOff=@8, CrashLoopBackOff=8, Error=8, Type in EXpress ions to have them evaluated.

Running=6 . . . Type :help for more Information.

Summary: ContainerCreating=2, Pending=8, ErrlmagePull=8, ImagePullBackCff=8, CrashlLoopBackOff=8, Error=8,

Running=6

Summary: ContainerCreating=2, Pending=8, ErrImagePull=8, ImagePullBackOff=8, CrashlLoopBackOff=8, Error=8, scalar

Running=6

Summary: ContainerCreating=@, Pending=8, ErrImagePull=8, ImagePullBackOff=8, CrashLoopBackOff=6, Error=8, scalas

Running=5&

Done!

root@In-5itu-machine:~#

16 | ©2021 Storage Networking Industry Association © | NGD Systems, Inc. | All Rights Reserved.




S0... Running, Now OUR Results...

= \We selected the SparkPI example, present in the Spark examples folder.
= This example has the characteristic that it is a CPU-intensive operation with very little network communication

1.5

Speedup

Hybrid_20

Hybrid_11

Host_only Hybrid_5 Hybrid_8

Configuration

= As observed, the performance gain keeps growing as we add more nodes into the system
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Objective — Evaluate the capabilities of multiple CSDs (provided by NDG
Systems) using Hadoop Filesystem and Apache Spark

on datasets

e Independent Variables

#0fCSDs — 0,1,2,4,0r6

Size of dataset — 1 GB, 5 GB, 10 GB

Type of dataset — One large file with all of the data, 10 files, 100 files
e Dependent Variables

Job time

Execution time
e Constants

Operations on dataset

1% Los Alamos

NATIONAL LABCRATORY

files

i@ Los Alamo
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Use native Spark libraries, such as SparkSQL and DataFrames, to perform matrix operations

Number of Files

e Increased performance with
more CSD'’s
Similar observations for
different file amounts
Lesser improvement for more
nodes with large amount of

A\ TORY

Time to Measure Entropy (10GB)

Mumber of Files

Time (s)

1
| R

100

08/12/2021 | 10

Cores
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So, What's the Catch?

* THIS IS NOT A ONE SIZE FITS ALL

= There are many ways to ‘Solve’ problems...
= Memory-Centric Tools need Memory
= Storage-Centric Tools Get Faster W noios W hyorid7 B hybrido B hybid20 [ host
» | ess Data, Less Acceleration

= NOT A CPU replacement!!
* This Is support/augment

Speedup

=

I
= |If Data MOVES, we can Help!! ; CRP I R I

Q;

Machine Learning Model

STORAGE DEVELOPER CONFERENCE
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Results on SMALL Files

= Core to Core performance — Host Faster — Augmentation Still There!

Job Times Across Spark Implementations (10GB File)

25000

Comparison to Host

20000
e Much faster on Host
15000
- Calculatio
E Entropy
. - 1 = . Crverall
e Assuming uniform scaling, -
achieving host performance
would not be possible with any -
amount of CSDs
1 CSD (4 Cores) 4 CSD {16 Caores)
Implementation

@ Los Alamos

08M2/2021 | 13
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Ongoing Partnerships

/\ SPACE FORCE
Problem/Opportunity

The Big Data paradigm shift, where
processing is pushed as close to the data as
n C d k h h L b possible, enhances the potential for
O ntl n u e WO r Wlt t e a S Machine Learning applications generating
cognitive representations of the

= Customer PoC count increasing T echons for sl sotlltesomortis.
= Remote Access Lab Environments

Computational Storage allows it to be drive level.
Reducing footprint, server cost, while still offering full fault tolerance

E=l| DELLEMC l bitfusion

= Scale (down) while Scale Up

= Ongoing Edge Deployment work wmmmmwm !WIWIWIWIWIW

EEEEEEEEE 1Se gme tH t/D ta Node PER DRIVE /O\ VMware Tan
_ Databas red and Fault Tolerant  —

Traditionally Segment

Host and Data Nodes Full management including full resiliency and data loss protection at server level

were at the server level.

* Redefining Workloads for Many Segments
= AI/ML, Databases, M&E, CDN, Video Surveillance, “Pac-Man” trucking...

STORAGE DEVELOPER CONFERENCE
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NVMe On-Drive Linux SSDs

= Large breadth of STANDARD SSDs
= _eading TB/W
* Industry’s Largest capacity

= Quad-Core Computational Storage CPUs

Form Factor

M.2 2280
M.2 22110
U.2 15mm
EDSFF E1.S
EDSFF E3

Availability

cQ4’21
NOW
NOW
NOW

CQl'22

TLC (TB)
upto 4
upto 8
up to 32
up to 12
up to 64

Raw Capacity MAX Power
(W) IR

8
3
12
12
15

NGD is the ONLY Provider of Capacity over Power
Another Paradigm Shift in the Market

U.2 Power Draw vs Capacity
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6 TB per Watt
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Computational Storage Solves Data Movement

. - . - - --I
SNIA s driving for an Architectural Solutions SNIA n/wnmﬁss@

NVMe Computational Storage Task Group

Computational Storage
Architecture and Programming
odel

The charter of Computational Storage Task Group is
to develop features associated with the concept of
Computational Storage on NVM Express devices.

NVM EXxpress is working on Protocol

The target audience consists of the vendors and
customers of NVMe Storage Devices that support
computational features.

Industry Prototyping and Deploying Now
vmware DEALENIC arm "

Hewlett Packard
Microsoft LeNnOVo

Enterprise
SEAGATE

STORAGE E
- . - =SDC
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A Comparison & NGD Systems CSDs Add Value

Today’s Standard Infrastructure — Data Distant Linux-Based Computational Storage Drive — Data Local

CPU/OS

GPU/SmartNIC

DPU/CSP

Data In Flight and Volatile

Stored Data Layer

- . - =SDGC
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Please take a moment to rate this session.

Your feedback is important to us.
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