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Challenges: Memory Wall and 10 Wall
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Meta presented at OCP Global Summit 2021: Memory channel Intel Summit 2019: Data size growing exponentially.
bandwidth per core decreasing while the CPU core count Memory capacity can not keep up. Some data are
increases stored by storage and incurs storage/network 10
Memory-Wall: Memory bandwidth as a bottleneck 10-Wall: Storage/network 10 as a bottleneck
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Solution: CXL-Enabled Memory-Centric Data Center

= Heterogeneous Computing
pinry = CPUs (X86 & ARM), GPUs, Al Chips...

:.....: = CXL disaggregated between Memory
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Memory and CPU
derulE 0004 (D000 : HIETIE * Fully composable infrastructure
oo [""""""'""""j ["'"'“'""'""""j = dynamic provisioning of compute,
tﬂﬂﬂﬂj memory and storage resources
= Data is at the center, not CPUs
@ @ = Data Centers become Memory Centers

The CXL Fabric
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Benefits of the New CXL Architecture
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The CXL Fabric
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= Breaks through the Memory Wall
= 3X memory bandwidth per CPU pin

= Avoids the IO Wall

* More scalable memory capacity

» |ess active data on storage to avoid
storage/network |Os

= Improves TCO

* Memory pooling reduces stranded
memory !

» Full composability and enabler for true
heterogeneous computing
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C (L= Dynamic Memory Expansion

Use Case #1 Reduces Stranded Memory
Before CXL
sl R
E E Used Memory E Memory not used

Azure Paper*:

* Up to 50% of server costs is from DRAM alone ’
 Up to 25% of memory is stranded

* 50% of all VMs never touch 50% of their rented memory

* H. Li et. Al. First-generation Memory Disaggregation for Cloud Platforms.
arXiv:2203.00241v2 [cs.0S], March 5, 2022
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Compute
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Link

Use Case #1

Dynamic Memory Expansion
Reduces Stranded Memory

After CXL

E E E Used Memory E Memory not used

Memory disaggregation can save billions of dollars per year.

STORAGE DEVELOPER CONFERENCE
. - . - 27
6 | ©2022 Storage Networking Industry Association. All Rights Reserved. "



CHAL=:  Memory Auto-healing

Use Case #2 With Transparent Migration

1. A memory module is becoming bad:
error rate going up. 4. Memory Auto-healing complete

3. Transparent HH
migration of HEEH EEEE

memory data (

HCHHHEATH |

2. Provision a new memory region
from the pool
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Use Case #3
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APACHE

Spark

Distributed Application Data Shuffling

Before CXL

Storage 1/0 w/

Serialization C D
Deserialization
Local
v
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Use Case #3

Using Shared Memory Read

After CXL
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Project Splash is open source: https://github.com/MemVerge/splash

S. Chen, et. Al. Optimizing Performance and Computing Resource Management of in-memory
Big Data Analytics with Disaggregated Persistent Memory. CCGRID'19 CTORAGE DEVELOPER CONFERENCE
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A Typical CXL Pooled Memory Solution

CXL Switch -

Memory Pool —

Resource Manager

Computing Hosts
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Pooled Memory Solution Needs Software
N T T

Host-based Software Pool-based Software

A
ProfFi)IFi,ng Data Protection Global Insights
Auto-
b m

Provisioning & Sharing Capacity Optimization
Operating Systems Operating System

Pool Server

CXL Switch

Computing Hosts

. - . - 27
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Memory Pool
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MemVerge Software-Defined Memory Suite

Memory Machine \I\,/!emory .Resource Manager
iewer

Mem_ory App profiler
Snapshot Sharing Data Protection Security Global Insights

Transparent Memory Service Resource
. management
Hardware API Integration

- _~
Operating Systems

Memory Provisioning & : -
Operating System

@ CXL Switch

Computing Hosts Memory Pool
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Announcing Memory Machine Cloud Edition

Memory Capacity Expansion
e Software-defined Memory Pool with

Memory Machine™ * No application change required

System & Cloud
Orchestration Service

Accelerate Time-to-discovery
* Transparent checkpointing

* Roll-back, restore and clone
anywhere any time

@ Linux

Compute Storage Reduce Cloud Cost by up to 70%
CPU  GPU  xPU < [ ssp * Enable long-running applications to
use low-cost Spot instances

* Integration with cloud automation
and scheduler to auto-recover from

CSP preem ptions STORAGE DEVELOPER CONFERENCE
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Memory Machine Tiering

Expands Memory Capacity & Lowers TCO

App
05
App
05
oS oS oS
I |05
Hypervisor

i

Hypervisor Memory Machine

DDR & CXL Memories

Memory Machine enables:
* Higher VM density
 Lower space, power, & cooling

[ ] LOWe r TCO STORAGE DEVELOPER CONFERENCE
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Memory Machine Snapshot

Shortens Execution Time by 60%+
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Austin Guetierez, TGEN Bioinformatician:

Fitting a matrix of 30k genes & 114K cells into fat memory nodes

Parallelizing a stubbornly single-threaded pipeline, saving 36% off pipeline
time

tgen*‘-"
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Memory Machine Cloning

Accelerates Running Time by 36%
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Single thread processing of
large dataset causing long
execution time.

Memory Machine snapshots
process at start of pipeline and
clones 4 copies to execute in
parallel, all accessing the same
large dataset in shared
memory.

Execution time reduced from
6.5 to 4.2 Hours, with
minimal memory usage
overhead

STORAGE DEVELOPER CONFERENCE
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Memory Machine Cloud Edition

Reduces Cloud Cost by 70%

Cloud Cost Cloud Burst

_®
cSE m

Enables stateful non-
fault-tolerant
applications to use low-
cost Spot Instances

Move workload to
Cloud from on-prem
during peak time

18 | ©2022 Storage Networking Industry Association. All Rights Reserved.

Cloud Mobility

5

~Move long-running
workload between
cloud instances
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Memory Machine Runs on CXL

MLC Streams Application

Memory Latency Checking Microbenchmark Redis

Memory Machine™

System & Cloud
Orchestration Service

&

Memory Snapshot Service

oo

& Linux

Next-Gen Server

64GB of DDR5 DRAM 64GB of CXL DRAM Expander Card
(Montage Technologies)

STORAGE DEVELOPER CONFERENCE
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Early Results Running Memory Machine on CXL

MLC (Memory Latency Checker) Results
45
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Throughput (GB/S)
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ALL Reads 3:1 Reads-Writes 2:1 Reads-Writes 1:1 Reads-Writes Stream-triad like
Workload Types
EDDR5Only  mCXLOnly DDR+CXL Memory Machine Auto-Tiering

DDR5 Latency: 108ns
CXL Latency: 272ns
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Throughput (GB/s)

Stream Results

25
20
15
10
5
0
Copy: Scale: Add: Triad:
Workload Types
EDDR5Only  mCXLOnW? = DDR+CXL Memory Machine Auto-Tiering
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MemVerge Software-Defined Memory Suite

BN TN TN

Memory Machine

Memory Memory
Snapshot Sharing

. Resource Manager

App profiler
Data Protection Security Global Insights

Transparent Memory Service
Hardware API Integration

Resource
management

Memory Provisioning & : -
Operating System

@ CXL Switch

Operating Systems
T g
(NARRARERIAMARN  RRETETTTATT  [mmmm

Com pUting HOStS Memory POOI STORAGE DEVELOPER CONFERENCE
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k) MemoryViewer
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) Memory'iow

CHANGXING ° °
§ Application Memory Heatmap
All I 1 1
L I Duration:  1hos
, PID A DRAM Usags * CPU ® | Start Time @ Monitoring Status
librwirtd 104465 £0.73 MB 0% 23:37:11 Jul D&, 2022 roeod
rmmagernt

s Memory Viewer Free Download:
e : http://www.memverge.com/MemoryViewer

Process Monitor - mvmy [Z233150)

Duration: 1h Started at: 10003231 Jul 31, 2022

Memary Uised Pest G146 M8 54,50 1 tandesc Devistion 2,44 v | 4,47 3

Memory Hat Size Pressi 2912 v | 47.38 19.08 2 | 35.02 4958 | 25.93 %

- momory usod hot -~ cpa
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MemVerge Software-Defined Memory Suite

_app J| App J App
Memory Machine Memory

Viewer

Resource Manager

Memory App profiler
Data Protection Security Global Insights

Transparent Memory Service Resource
. management
Hardware API Integration

Operating Systems

Memory

Snapshot

Memory Provisioning & : -
Sharing Capacity Optimization

Operating System

Pool Server

@ CXL Switch

(RN
Computing Hosts Memory Pool
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MemVerge

Switches: Il'l MARVELL x E|aStICS 7 LI
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Memory SAMSUNG SK hymx

Systems: Rambus MMOHTAGE A\AsferdLobs

Technology

Acron KIOXIA

¢ Modular Technolo logies

Western Dlgltal @ SEAGATE

Big Memory Software

Memory Machine

Transparent Memory Service

Hardware API Integration

Processors: intel

Servers:

Memory
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COMPUTING
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m Software Partner for the CXL Ecosystem

Standards Bodies
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Big Memory Apps
Synopsys cadence

HAZELCAST

Clouds

dWsS o

Alibaba Cloud

AAzu re (‘b

Tencent Cloud

Google  hil ByteDance
OO Meta @ rhgsnixNAE
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What Happened to Storage 30 Years Ago

Advanced Storage
Services

Storage Area
Just Bunch of Network (SAN)

Fiber Channel Storage Data Services

........
,,,,
B "“h.., . L

Torgy,, i oS
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What will Happen to Memory...

Advanced Storage
Services

Storage Area
Just Bunch of Network (SAN)

Fiber Channel

Storage Data Services

0000 Memory Data Services IIF
27

New Pooled Memory Memory-as-a-

Service

STORAGE DEVELOPER CONFERENCE
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Summary

= CXL is a key enabler of a new memory-centric data center
architecture that breaks Memory Wall and 10 Wall

= For the first time in history, software will become a critical
component of new memory systems

= The combination of hardware and software innovations will give
rise to a new memory system market of $10B+ -

EEEEEEEEEEEEEEEEEEEEEEEEEE
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Please take a moment to rate this session.

Your feedback is important to us.
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