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¢Stor

CEO & Founder at QiStor, developing next generation storage solutions

30 Year storage veteran, over 50 patents in Flash System Design, numerous
flash based products delivered to customers

Leadership and Architecture roles at Kioxia, Samsung/Stellus, WD, Skyera,
Sandforce, Sandisk, Quantum, IBM

“Every problem is one more abstraction away from solving”



For the last 50 years, legacy storage has used fixed sized containers (LBA’s) to store data
Real objects never fit exactly, so host mapping systems have been added to manage this
This mapping is the source of significant complexity, performance & scaling problems
This leads to extensive costly overprovisioning of Flash & Servers as the only solution

... atthe moment
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Tiny objects amplify wear, and tiny objects are the most common (50-200B) D G

To change one small red object to a yellow object, all the other objects in the same
container also get rewritten, even though they never changed > Wear & Power

N\ Meta

Facebook Kangaroo cache
is a method to help
manage this issue - but it is
20 an incremental

_— improvement and does not
solve the fundamental
problem




The pyramid of layers adds significant host software and
management complexity

Layers multiply reads and writes

lots of CPU cores, memory, and power is spent on this work
instead of Customer value (~2 cores per drive)

Drives wear faster, burning power and impacting performance

Due to complexity it requires skilled engineers to configure and
optimize HW and database

Existing Architecture cannot scale to meet growing needs

¢Stor
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KV Database

File System

Flash Mgt Sys

Meta Key
e Data Value GC
e EAEI
4 Met N
eta
L Data SSD GC
(. J

Each mapping layer performs a similar
set of critical functions:
1. Allocation of space
Host 2. Tracking of location via metadata
3. Garbage collection

Device

As these layers are all independent of each other, write amplification is multiplied

7 iStor



Solve the legacy map stacking

problem by moving everything to the

host

ZNS KV
Database

Flash Mgt Sys

" _iStor

Meta
Data

Key
Value

GC

Host

‘%

Meta
Data

SSD

GC

} Device

Simplify the device Flash management
system to reduce the amount of metadata
e ‘Write’ & Erase in bigger chunks (eg

1MB)
e Write in manner to ‘eliminate’ GC

Move all the mapping complexity to the
host

By neutralizing the device GC the
multiplication factor becomes 1

This will definitely be better than legacy...
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ZNS Model

Simple Flash
Management

Write Uniform Flash
pointer Blocks

Reality

I:I I:. Flash Blocks

Variable sized
Read Variable

disturb ECC . .

Defects

Wear

Program
Disturb

| Over
Provisioning

Metadata GC

SSD Mapping System

The ‘hope’ is that SSD Mapping system GC is close to 0 and that the Overprovisioning
can be minimized...

...and that you can keep balance the broomstick on your hand



ZNS is a Short Term Kludge

Pros Cons
ZNS improves on legacy stack ¢/ X Pulls device complexity into Host
Interface abstraction does not match

the needs of the application

X Poor scaling
X Requires ‘well behaved’ host

FIXTHE ABSTRACTION - STOP BALANCING THE BROOM

KV ensures ALL over provisioning in one place - the device



Removes the need for Host to track data location

Mapping layers are eliminated

Axiomatically the optimal solution
Lowers CAPEX

Significantly Less Power
Lowers OPEX

Higher Performance & Linear Scaling
No optimization required
objects accessed
by reference

Sher e Yellow
Marble  Marble  Marige m Green

=117

Fixed sized containers
eliminated




KV lowers TCO compared to ZNS

ZNS Legacy KV
Allocation/Tracking of Value loc Host Host Device KVis
GC of Logical space Host Host inherently t.he
Device Green solution
GC of Flash Space Host(Mostly) Device
Compression Host(SW) Host(SW) Device(HW) Low Total WA is
enabler for
Application WA 12-30 (LSM) 10-30 (LSM) 1 QLC/PLC flash
Flash WA 1.1 3 1.5-9
Total WA 13-33 30-90 1.5-9 )
Host CPU Performs: Host CPU Performs: Wlth KV all the
. , . ata placement 1009 Application Functionality overprovisioning isin
ZNS ‘solves’ Multiplied GC by mostly 0 o .S,
performing Flash space GC in the 95% ;Z:;z;izs;i;nagemF — one plalceE which is the
Host as part of logical space GC 504  Application Functionality optimal place
This is an expensive solution CPU limited Scales with devices

iStor



40 Years of Microprocessor Trend Data

107 i
LM | e Today: Era of smart HW offloads where s o o
10° e (NOUSENCE) y . . Storage is going in the
T s , custom programmable HW is responsible -~
1T NES—— Asate SiTiE TIveE: . wrong direction
o LA TN retormance , for most of compute scaling
. ‘:::f; .,n*q.ﬂd Frequency (MHz) ZNS and other data placement
1 AA M [ B Lo N w—— . .
02 . ﬁv‘:’ T e ideas are moving storage
10 b b g Sy SRS o (Watt) compute workload to host
y 5 - ?v'v:! }':v vy .::.'i Number of FPGA’ P
10 e : : S i “’”‘}’&t . Logical Cores Smart Security
100 g0 o B oeee e emm. NIC KV SSD looks to
1970 1980 1990 2000 2010 2020 GPU Storage KV SSD offload Storage
Year
A ﬁ:a":;:j::z‘:;(‘::;ig;:;?g;g;fg;‘g?g:;‘iplg:;gDYM Horowitz, F. Labonte, O. Shacham, K. Olukotun, L. Hammond, and C. Batten (ZNS) taSkS
o
=| Limited power envelope means the CPU
o . . . ° °
o] gainsfrom frequency and cores is ending ZNS is only a solution for
g HW Offload .
2 top 3-4 cloud providers
£
(@)
O
. Frequency ZNS requires application support to get any benefit,

limiting its deployment opportunity
- __iStor



Skilled Database Database oS HW Platform

Engineer
Configu_ration Sizing
Patching &
Optimization
Q0 Instance ) 14 Balancing
T Type
R Caching -Indexing 4L .. Memory  Storage
Testing Size Type
Application Selection File System

Most customers treat application/database optimization as a way to solve problems
Vast majority of Databases & HW platforms are run unoptimized

QiStor solution: Less HW, linear scaling, smaller software stack makes all this much simpler

__istor



The main driver for the key size is the number of objects being stored
You want enough bits that the number of collisions is ‘manageable’
e Manageable can mean different things for different designs...

Collisions/collision probability is based on the Birthday Paradox

Data size Average Approx Number Key size Expected Number
object size of Objects (bits) of collisions
128B 2737 104 64
16TB
1K 2134 96 32
128B 200 112 128
128TB
1K 2737 104 64

~_iStor



Legacy drive

Data size | Compression

No

16TB
Yes
No

128TB
Yes

| iStor

Metadata
size

0.016TB
0.052TB
0.144TB

0.448TB

KV drive

Data Average | Approx Number

size | object size of Objects
128B 2737
16TB
1K 2734
128B 2740
128TB
1K 2737

2-3 Orders of magnitude >

The key difference is all in the scale of the metadata

Key size | Metadata
(bits) size
104 2.5TB
96 0.3TB
112 22.5TB
104 2.7TB
Implies D‘rive FTL

must be Native KV

Remember the metadata on KV drive is replacing much of
application metadata, for overall reduction in total metadata



Power = Pow

er per op * Number of ops

/ Power per op

Due to Write Amp, power
is dominated by GC

3. Copyvalid data

Host Based: Data passes over many buses, memories and requires
tens of thousands of CPU instructions

Host based GC

 PCIZ> 5D
EXPRESS@ Controller|

nnNnN
Garbage collection steps drr
1. Identify what to GC d|CPU
2. Determine if data is valid G5

Garbage collection

Device Based: Handled by custom HW (_Device based GC

on host is 1-2 orders of magnitude higher power

\

X

Number of ops

KV SSD does significantly less ops than legacy or ZNS type solutions due to lower write amplification

)
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Legacy Stack Layered KV Native KV

Host
Meta Key GC
Data Value / \
Meta Key
Meta Host GC Data Value GC
K Data mapping
( Met Met Met
eta eta eta
Data SSb 6C Device Data SSb GC Device Data KVSSD GC Device
L \ J
Today - maximum Layered KV - minimal Native KV - large reduction in
Metadata and GC reduction in Metadata and GC Metadata and GC

Native KV design is necessary as the whole pointis to have a single GC

‘,“;iStor



Software

Stack
Customers want simple path to
solution that solves the problem

KV is completely different to

Requires radical rethink and
innovation in how SSD mapping Legacy storage, and there is
works to cope with significantly no software stack today and is easy to adopt
more mapping data (>20x legacy)
QiStor has done this QiStor has expertise and QiStor solution will
will build this stack achieve this

innovation
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@2 Nvidia & IBM proposed new methods of supplying

NVIDIA. datato GPU for ML without involving CPU
s == . . Nvidia wants to speed up data
= ===ST= Potential ‘Killer App’ for KV SSD transfer by connecting data
- == center GPUs to SSDs
Nvidia, IBM, university researchers plan to make BaM
open source.
CPU GPU SSD
CPU Open(file) GPU ?SD Initialize()
1 Read(file, size, GPU) I initialize(ssd, off,size) | .
Read DMA Transfer” launchKernel() ! Main function of CPU in the paper is
;/  plaunchKemel) .~ tohandlefile system and convert
/=6 GPU GPU — read(offset.tid) =& . . ..
/53 gt e Compute ———=  into offsets. With KV none of this is
| 8§ qemeibonsd) _ _ necessary and just keys can be
Wiite(file, 'size GPU) Donel) e ; L
_ > ¢ YegneiDone communicated for significant
% Write DMA Transfer . .re .
simplification
A
(a) CPU centric model (b) BaM model
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https://arstechnica.com/gadgets/2022/03/nvidia-wants-to-speed-up-data-transfer-by-connecting-data-center-gpus-to-ssds/

CPU’s coupled with dedicated HW

Custom HW
’lum§2 ° O . engines for performance and flexibility
ol poXPRESS Engines

Dual Port

Improved FTL design to

Novel FTL design to reduce cost and power

handle high KV metadata

workloads. DRAM Fully ( \
cached and partial cached K“ =) Reduced SRAM
mapping modes
Mixed — = =
Namespaces <& =

( ) Reduced Hold
nd 9 Up Capacitors

—
~
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echnology

‘bl amy  HW Compression | Apps |

o oncompreseed V4 [ Rocksos || mysaL || Fiesysen |

namespaces with KV — : = S tor Storage Engine A"'PI C(I)Qrgglgtsilt:))lBe
T nvm., 2.0 Kv SSD Driver

4} | Cistor KVSSD || Cistor FPGA |
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