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SNIA Legal Notice SNIA.
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The material contained in this tutorial is copyrighted by the SNIA unless
otherwise noted.

Member companies and individual members may use this material in
presentations and literature under the following conditions:
+ Any slide or slides used must be reproduced in their entirety without modification
+ The SNIA must be acknowledged as the source of any material used in the body of
any document containing material from these presentations.
This presentation is a project of the SNIA Education Committee.

Neither the author nor the presenter is an attorney and nothing in this
presentation is intended to be, or should be construed as legal advice or an
opinion of counsel. If you need legal advice or a legal opinion please
contact your attorney.

The information presented herein represents the author's personal opinion
and current understanding of the relevant issues involved. The author, the
presenter, and the SNIA do not assume any responsibility or liability for
damages arising out of any reliance on or use of this information.

NO WARRANTIES, EXPRESS OR IMPLIED. USE AT YOUR OWN RISK.
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Abstract SNIA .
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> Non-Volatile DIMMs, or NVDIMMSs, have emerged as a go-to
technology for boosting performance for next generation storage
platforms. The standardization efforts around NVDIMMs have paved
the way to simple, plug-n-play adoption. If you're a storage
developer who hasn't yet realized the benefits of NVDIMMS in your
products, then this tutorial is for you! We will walk you through a
soup-to-nuts description of integrating NVDIMMSs into your system,
from hardware to BIOS to application software. We'll highlight some
of the "knobs" to turn to optimize use in your application as well as
some of the "gotchas" encountered along the way.

> Learning Objectives
+ Understand what an NVDIMM is

+ Understand why an NVDIMM can improve your system performance
+ Understand how to integrate an NVDIMM into your system

NVDIMM Cookbook 3
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A User Guide that describes the building blocks and the interactions needed to S N IAT_
integrate a NVDIMM into a system Global Education

> Part |
+ NVDIMM

> Part Il
+ BIOS

> Part il
+ OS (Linux)

> Part IV
+ System Implementations & Use Cases

NVDIMM Cookbook
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Application User Space
Block Mode.. 2. QT S S Load / Store oS
Block Driver Byte Addressable
NVDIMM Driver Kernel Space
A N
MRC + BIOS
(Memory Reference Code) BIOS
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NVDIMM-N >4 Energy Module NVDIMM
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CPU/Memory Controller FAssocis Power Supply
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JEDEC NVDIMM Taxonomy SNIA .
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Single letter designator - combines the media technology (NAND, etc) and the access

o
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Approve
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mechanism (byte, block, etc.)

Memory mapped DRAM. Flash is not system mapped.

Access Methods -> direct byte- or block-oriented access to DRAM
Capacity = DRAM DIMM (1's — 10’s GB)

Latency = DRAM (10’s of nanoseconds)

Energy source for backup

Memory mapped Flash. DRAM is not system mapped.

Access Method -> block-oriented access through a shared command buffer,
i.e. a mounted drive.

Capacity = NAND (100's GB — 1's TB)

Latency = NAND (10’s of microseconds)

Memory mapped Flash and memory mapped DRAM

Supported -> Load/Store, Emulated Block

Two access mechanisms: persistent DRAM (-N) and also block-oriented drive
access (—F)

Capacity = NVM (100's GB — 1's TB)

Latency = NVM (100’s of nanoseconds)
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* Plugs into JEDEC Standard DIMM Socket
» Appears as standard RDIMM to host during normal operation
* Supercaps charge on power up

NVDIMM Cookbook
Approved SNIA Tutorial © 2015 Storage Networking Industry Association. All Rights Reserved.
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NVDIMM-N How It Works SNIA.
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* When health checks clear, NVDIMM can be armed for backup
* NVDIMM can be used as persistent memory space by the host

NVDIMM Cookbook
Approved SNIA Tutorial © 2015 Storage Networking Industry Association. All Rights Reserved.
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NVDIMM-N How It Works SNIA.
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* During unexpected power loss event, DRAM contents are
moved to NAND Flash using Supercaps for backup power

NVDIMM Cookbook
Approved SNIA Tutorial © 2015 Storage Networking Industry Association. All Rights Reserved. '/
Adapted from SNIA presentations by AgigA Tech
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* When backup is complete, NVDIMM goes to zero power state
e Data retention = NAND Flash spec (typically years)

NVDIMM Cookbook
Approved SNIA Tutorial © 2015 Storage Networking Industry Association. All Rights Reserved.
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* When power is returned, DRAM contents are restored from
NAND Flash
_* Supercaps re-charge in minutes

NVDIMM Cookbook
Approved SNIA Tutorial © 2015 Storage Networking Industry Association. All Rights Reserved.
Adapted from SNIA presentations by AgigA Tech
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e DRAM handed back to host in restored state prior to power loss
* Rinse and repeat

NVDIMM Cookbook
Approved SNIA Tutorial © 2015 Storage Networking Industry Association. All Rights Reserved.
Adapted from SNIA presentations by AgigA Tech
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NVDIMM Entry Process using ADR
(Asynchronous DRAM Re-fresh)
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(AXB)

©)
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O
)
o) Shutdown down
-T;;l Detects A/C —» Asserts ADR all power rails
b Power Loss
o and clocks
y A
! o ® ®
(%]
Q
c Ft]rzhtzggR Puts all DIMMs Asserts
O i L
5 buffers in Self-Refresh ADR_COMPLETE
o
O
' ©
§ Isolates DRAM
= from host and Copies DRAM to Turns off
o . —
> switches to Flash Supercap
< Supercap power
« Letters correspond to the timing diagram on the next page
NVDIMM Cookbook 14
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System
—» DC
Voltage

System
AC — Power

SUPPY | powergood

SAVE_Trigger

System DC _ DC Holdup Time |\_

(1-12 msec)

Powergood \l

=~
SAVE_Trigger_n \\,/

® ®

Processor Normal Execution Flush Data SR Dead Loop
NVDIMM NORMAL SR SAVE
Mode =
G)
e
SAVE_n \ P
Approved SNIA Tutorial © 2015 Storage Networking Industry Association. All Rights Reserved. 15
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NVDIMM-N DDR4 Platform HW SNIA-'
Support/JEDEC Standardization bl Eda

DDR4 12V Power Pins (1, 145) standardized

DDR4 SAVE n Pin (230) standardized
. Bi-directional SAVE_n to indicate SAVE completion

EVENT n asynchronous event notification
12C Device Addressing

12V in DDR4 simplifies NVDIMM power circuitry and cable
routing

o One cable needed between NVDIMM and BPM
(Backup Power Module)

o No cable needed if Host provides 12V backup power via DDR4 12V

JEDEC

NVDIMM Cookbook

Approved SNIA Tutorial © 2015 Storage Networking Industry Association. All Rights Reserved. 16
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DDR4 Legacy vs. JEDEC
Comparison

Type

NVDIMM/
Firmware
Hardware

System/
os/
BIOS/
MRC
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Features etz 2" Gen
Legacy JEDEC
NV controller registers controlled by Host via i2¢c Yes Yes
DDR4 12V Power Pins (1,145) Yes Yes
DDR4 SAVE n Pin (230) Yes Yes
NVDIMM Controller EVENT# Pin (78) Yes Yes
SPD for NVDIMM representation In Part number JEDEC SPD

NV Controller registers

DDR3 compatible

JEDEC Registers

Memory Interface to Host RDIMM RDIMM/LRDIMM
JEDEC Raw Cards None LRDIMM
OS Driver (Block and Load/Store) DDR3/4 compatible * New ACPI 6.0 and PMEM library compatible -

Hardware Agnostic

NVDIMM Aware Kernel (Direct Access support)

Intel patch for 3.14
No support for JEDEC

4.20 or higher —
Hardware Agnostic

Intel MRC Changes to support NV Vendor

Yes - uses DDR3/4 MRC on
Haswell

New MRC is required
Hardware Agnostic

BIOS to support NV Vendor

Yes - Insyde/AMI support
Intel MRC

New BIOS is required
Hardware Agnostic

Direct Access (DAX) support for NVDIMM-N modules
in Ext4

Yes

Yes - eliminates the page cache layer completely.
Hardware Agnostic

OS NVDIMM Detection

E820 table type 12

ACPI 6.0 or higher/E820 table type 7

ADR support Yes Yes
EVENT support — Output Supplier dependent Yes
SAVE_n support - Input Yes Yes
|2V support to connector - Input Via Auxiliary Yes

12V support Type

* Supercap input power

Supercap input power
Backup power source







NVDIMM-N BIOS Support Functions SNIA.
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NVDIMMs rely on the BIOS/MRC (I\/Iemory Reference Code)
Detect NVDIMMs i i T B
Setup Memory Map sten e SRR

- —
Eod 1h I I ., I lﬂ I
SHITCh DEDBeen .it! Elenenls.

Supermicra AVDRE-1F -9

ARM for Backup | 2% NG “ ;
Detect AC Power Loss | - L
|

o 0k WhPE

Hemary Infermati
I N ¥
{: Irlect Scree
“wi felect Item
] Enter: Select
| sf-1 Change Opt.
US rl e u erS 1 F1: Beneral Help

1 F2: Previous Ualises
F3: Optimized Default
Fh: Save & Exilt
ESC: Esdt

RESTORE Data
On Boot

7. Enable 12C R/W Access

e e b e b Lt

NVDIMM Cookbook
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Standard BIOS Flow SNIA
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- MRC Done [—

|
|
e Detect DIMMs JEDEC DDR Init DDR Training
BIOS start Pre-Init J—]- via SPD —I<> Sequence — (DQS/DQetc )

L Enable DDR AUTO-Refresh Memory riw test
(DDR Controller entry into normal — {Zero memory data)

operation status)

Pre to Boot

SB/NB Chipset init .| (EB20 Memory Table I
¥ {other BIOS procedure) 7| build/ Boot device Bootto OS
select ete, )

Memory Reference Code (MRC) module provides the memory initialization
procedure. This module is maintained by Intel (for Intel-based platforms of course)

and released to all BIOS vendors.

NVDIMM Cookbook

Approved SNIA Tutorial © 2015 Storage Networking Industry Association. All Rights Reserved. 20



NVDIMM Supported BIOS Flow

Pre-lnit

BIOS start

3 Detect DIMM

_'| {‘N' & "V flag in SPD byte)

Detect NVDIMMs

JEDEC DDR
Init Sequence

DDR Training
(DQS/DQlete )

NVDIMM Restore

-y (Restore the NVDIMM

power cyclae)

M
SNIA.
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MRC Done }—

Enable DDR AUTO-Refresh

Memory riw test

|

|

|

|

Redo JEDEC init |
memory which saved In last for NVDIMM '||
|

|

|

|

|

|

|

—  (DDR Controller entry inte normal
operation status) (Zero memory data) —|
Ultra-Cap Full charge
| Pre to Boot |

I

SB/NB Chipset init {E&20 memory table ]
{other BIOS procedure) build/ Boot device | Bootto OS
| salect atc. ) |
e, 4
AddiChange for | NVDIMM memory will mark as specific :
MW DI Itypa in EE20 memaory table I

—_—_————e— e e ——— =

NVDIMM support : Major change in MRC module, minor change in E820 module

NVDIMM
Approved SNIA Tutorial © 2015 Storage Networking Industry Association. All Rights Reserved.

ookbook
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NVDIMM Restore/Recovery MRC Flow

Save in Progress?

No
v
Train all
DIMMs(including
NVDIMMs) like
standard DIMM

Does NVDIMM contain
valid Data?

No

Did the NVDIMM Log
an error?

o

Configure Memory
Controller to drive
CKE low

—

Configure NVDIMM '
to Start Restore

Note Error in output

Structure

No

End of Restore
Process

Run MemTest and
Memlnit on all
DIMMs that didn’t
have a successful
restore

)

Is Restore Complete?

Yes
\ 4

Note Restore Status
in MRC Output
Structure

v

Rewrite RC registers

v

Assert CKE

v

Rewrite MRS
Registers

NVDIMM training slides provided by Intel
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E820 is shorthand to refer to the facility by which the BIOS of x86-based computer
systems reports the memory map to the operating system or boot loader.
[root@localhost Desktop]# dmesg |grep e82@

BIODS-e820:
BIOS-e820:
BIOS-e820:
BIDS-eB820:
BIDS-eB820:
BIDS-eB820:
BIDS-e820:
BIDS-e820:
BIOS-e820:
BIOS-e820:
BIODS-eB820:
BIDS-e820:
BIOS- EEEH:

2820
2820
2820
2820

update range:
update range:
remove range:
update range:

alefeleleleleletelelelelofote]s

lelelelelelelelels sl ETuele
leleleletelelelelsls IS elelele
BEO0EEEEDEE 10000
0E00BRE07d4al000
000080007d4e0000
00008000 7d5T6000
oeooeeEET7elffOOO
EEOEEEEATT271000
0EOEEEERTT272000
EE0BREET7T2TE000
BEOOEEEEDE0ERD0BE
000080E0TedlcOOd

slelefelelelelefele]e i ETaele)
lelelelefolelelels s ETelelele
lelelelefolelel e pRslelelele
0000R0E07d4a1000
00008000 7d4e0000
000080007d5T6000
0000R0E07elT OO0
0eoeREEET7T271000
EEOREEEETT272000
EeOREERETT2TE000
e00AREEET7TEE0000
ElelelelelsleleneTelslalelatele!
00008000 Ted20000

nInﬁ!EEEﬂllﬂﬂﬂﬂﬂﬂﬂ1ﬂﬂﬂﬂﬂﬂﬂﬂlIlﬂﬂﬂﬂﬂﬂﬂ!ﬂﬂﬂﬂﬂﬂﬂﬂlﬂﬂﬂﬂiﬁl
06000000000000000 - BEOOEEEOEEO10060 (usable)
0000000000000000 - EEOOOEEEEEE01660 (usable)
0600000000020000 - HEOOORE00O100080 (usable)
0000000080000000 - 0OO0OOOO100000000 (usable)

(usable)
(reserved)
(reserved)
(usable)
(reserved)
(ACPI data)
(ACPT NVS)
(reserved)
(usable)
(ACPTI NVS)
(usable)
(reserved)

(reserved) the nvdimm memory address

sacried) arrange in e820 map

==> (reserved)
==> (reserved)

==> (reserved)

Note: ACPI 6.0 defines Type 7 for Persistent Memory and NFIT

NVDIMM Cookbook

Approved SNIA Tutorial © 2015 Storage Networking Industry Association. All Rights Reserved.
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Additional BIOS Considerations SN|A
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> BIOS also presents various menu options to setup
NVDIMM operation

> Examples: - . e R e
| ISet the Date. Use Tab to
Enable ADR i |switch between Date elements.
|
Enable RESTORE |
|
Enable ARM in BIOS i o G sl ———
. . |
Write Cache options | s |
i
|
|
|
|
|
|
|
|
|

Aptio Setup Utility - Copyright (C) 2612 American Megatrends, Inc.

[Wed 87/ /2815] |
system Time [68:88: 09

Supermicro X9DRH-iF-HU
SHME Uersion 3.2
SHMC Build Date 85/728/2815

|
|"v: Select Item |
|Enter: Select |
|+/-: Change Opt. |
|F1: General Help |
|F2: Previous Values |
|F3: Optimized Defaults |
|F4: Save & Exit |
|ESC: Exit |
|
|
|
|

Uersion 2.15.1236. Copyright (C) 2612 American HMegatrends, Inc.

NVDIMM Cookbook

Approved SNIA Tutorial © 2015 Storage Networking Industry Association. All Rights Reserved. 24



Legacy vs JEDEC I12C Register SN|A-I
Implem entatlon Global Edul:ati::l:

> BIOS implementations for DDR3 platforms and prior were
specific to an NVDIMM vendor’'s command set (although
high level commands were common)

> Early DDR4 platforms also followed this same basic
method. BIOS with MRC 1.10 to 1.14 all have Vendor
Specific 12C support

> JEDEC I12C release date and MRC version not determined

> MRC with JEDEC I12C Register Support will most likely
also include BIOS support for ACPI 6.0, NFIT (NVDIMM
Firmware Interface Table), and DSM (Driver Specific
Method), cf. http://pmem.io

NVDIMM Cookbook

Approved SNIA Tutorial © 2015 Storage Networking Industry Association. All Rights Reserved. 25
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Memory Mapped File
Programming Model

With Disks
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With PM

/L N\
- [ Application l [ Application }
\:) Filg 1/0 N, File }/O : )
/ . ‘\\ ) I \
[0 [ File System | Loaystore [ File System }Loac?/swre

= \ | !

(¢b] [ . File system | . :

Driv r} cache ! [Dnver} .

& - : )
i RAM I
T e
T
- J

NVDIMM Cookbook
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Linux NVDIMM Software Architecture

User Space
Management Ul [ Application ] [ Application ] [ Application
& A
4 Load / Store
Standard Raw Stdndard File
Management Library Device Access API
/ Kernel Space A\ 4 ! © MMU
[ File System ] .'. .......
t DAX Enabled
 / v t v Fs
[ NFIT Core ] [ BTT (optional) ] 4
1 !
\ [ Block Window Driver ] [ PMEM Block Driver ]
. §
v 1

Commands Block 1/0 ‘ \ 4 Cache Line

NFIT Compatible NVDIMM

ACPI 6.0 Existing File
[ 4.2 Kernel ] Compatible Systems 28
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What's available in Linux 4.2 Kernel? SNIA .
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DAX EXT4 with “-o0 dax” support
Enabled FS
BTT (Block Translation Built in Kernel driver nd_Dbtt.ko.
Table) Source: drivers/nvdimm/btt.c
Built in Kernel driver nd_blk.ko.
Block Window Driver Source: drivers/nvdimm/blk.c
PMEM Block Driver Built in Kernel driver nd_pmem.ko.
Source: drivers/nvdimm/pmem.c
NFIT Core Built in Kernel driver core.ko.
Source: drivers/nvdimm/core.c

NVDIMM Cookbook

Approved SNIA Tutorial © 2015 Storage Networking Industry Association. All Rights Reserved. 29
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! NVM Library ] Under Intel’s initiative, being
- worked on. (http://pmem.io).
( .
Management _Support for b|OCk,.0bjeCt, log,
Library virtual memory logic. Supports
L Load/Store primitives.
Release vehicle not known.
References

e https://www.kernel.orqg/

e http://pmem.io

o http://pmem.io/documents/NVDIMM Namespace Spec.pdf

e http://pmem.io/documents/NVDIMM Driver Writers Guide.pdf

o http://pmem.io/documents/NVDIMM DSM Interface Example.pdf

NVDIMM Cookbook
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NVDIMM System Examples

(intel)
S2600WT2 S2600CW

Wildcat Pass

SUPERMICR®

Cottonwood Pass X10DRI

S2600TP
Taylor Pass

S2600KP
Kennedy Pass

: gl I
ba b wermi e il

M
SNIA.
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* Intel NVDIMM support not POR but HW is enabled and BIOS available via SOW

NVDIMM Cookbook
Approved SNIA Tutorial © 2015 Storage Networking Industry Association. All Rights Reserved.
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NVDIMM-N DDR4 Platform SNIA

Energy Source Options Global Education
 JEDEC JC45.6 Byte Addressable Energy Backed Interface
O / |
288-pin DIMM Exterr’?aﬂf?jgger
= == = = —— ] e —— = —

SDRAM <«—»| Controller

. > Energy
No’;l:;fno{:atlle Source
y - - (Optional)
I
............................... ] —
|
al Y g . L
- <| > This Specification
Wl w
Source
Host (Optional)

(Motherboard)

Figure 1: NVDIMM overview
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There are no NVDIMM specific population rules

Normal DIMM population rules still apply(ex RDIMMs and LRDIMMs can’t be
mixed)

NVDIMMs and normal DIMMs may be mixed in the same channel

NVDIMMSs from different vendors may be mixed in the same system and even the
same channel.

How the DIMMSs are installed in a system will affect performance, so thought should
be put into how DIMMs are populated

NVDIMM population tips
Interleaving DIMMs within a channel provides a very small performance benefit
Interleaving DIMMS across a channel provides a very large performance benefit

Two DIMMs of the same type should not be installed in the same channel unless
all other channels in the system have at least one of that type DIMM.

NVDIMM Cookbook
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8GB DIMM

CPU

CH1 CH

CHO

8GB DIMM
(@)
I
N

8GB DIMM
8GB DIMM
4GB NVDIMM 4GB NVDIMM
8GB DIMM 8GB DIMM
ol
T
8GB DIMM
4GB NVDIMM

8GB DIMM
4GB NVDIMM

CPU

CH1

Has a 4-way Interleave between normal Has a 4-way Interleave between normal
DIMMSs, and optionally a 2-way interleave DIMMs, and optionally a 4-way interleave
between the NVDIMMs between the NVDIMMs
= b b
z z = =
S 0O = KX a =
Z £ 6 Z
e o0 CHO CH
o} g CHO CH2() B & 8
< — — 00
CPU CPU =
— — — Z
> E o CH = £ ch CHES
4 5 = B a Q
S (@) =% >
N o - £ [a) Z
Q ] ol 9 [}
(o] o o0 g
Has a 4-way Interleave between normal Has a 2-way Interleave between normal
DIMMs DIMMs, and optionally a 2-way interleave

NVDIMM Cookbook between the NVDIMMs
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e In Memory Database: Journaling, reduced recovery time, Ex-large tables
e Traditional Database: Log acceleration by write combining and caching

e Enterprise Storage: Tiering, caching, write buffering and meta data storage
without an auxiliary power source

e Virtualization: Higher VM consolidation with greater memory density
e High-Performance Computing: Check point acceleration and/or elimination

e NVRAM Replacement: Higher performance enabled by removing the DMA
setup/teardown

e Other: Object stores, unstructured data, financial & real-time transactions

NVDIMM Cookbook
Approved SNIA Tutorial © 2015 Storage Networking Industry Association. All Rights Reserved.
Adapted from SNIA presentations by HP
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Application Example: SNlA-I
Storage Bridge Bay (SBB) .
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Backplane

Shadow Writes Required for Failover

NVDIMM Cookbook
Approved SNIA Tutorial © 2015 Storage Networking Industry Association. All Rights Reserved.
Adapted from SNIA presentations by AgigA Tech
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SBB: A Simpler/Better/Faster Way SNIA..
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Backplane

Non-Transparent Bridge
(PCle)

Also a better alternative to Cache-to-Flash implementations:
Separate failure domain

No battery maintenance

System hold-up requirements significantly less severe

4x write latency ll%gol;formance improvement

Approved SNIA Tutorial © 2015 Storage Networking Industry Association. All Rights Reserved. 38
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Advantages of NVDIMMs for
Applications

Legacy HDD/SSD Solution

> Persistent data stored in HDD or SSD tiers Write Buffers
> Slow & unpredictable software stack Persistent

Caches
AR VARV
NVDIMM Solution

> Persistent data stored in fast DRAM tier

Transaction
> Removes software stack from data-path Logs

Accelerates SW-Apps !

*DRAM class latency & thru-put for persistent data
— 1000X lower latency

— 10X+ throughput increase

M
SNIA.

Global Education

(o

Fie=raforagm

Spaﬁzz

9,

MySQOL.
Kernel

Optimization 155 STORM

. mongo

*The value is in application acceleration

NVDIMM Cookbook
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