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Agenda
• Application Modernization
• Evolution of Container 
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• Container Native Storage
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Evolution of Container
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Containers are 
Ephemeral,
Storage is Not 



Block, File and Object Storage

Block – Traditional storage is managed by OS i.e. 
LUN, DISK

File –Unstructured data is managed with 
folders i.e. FILE SYSTEMS

Object – Higher growth data is unstructured and 
managed by APPLICATIONS

Which Array/Volume/LUN

Which Directory/ Subdirectory/Filer
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Kubernetes Container Storage

Persistent Volumes:

A Persistent Volume (PV) 
is a piece of storage in 
the cluster that has been 
provisioned by an 
administrator.

Persistent Volume 
Claim: 

A Persistent Volume 
Claim (PVC) is a 
request for storage 
by a user. 
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Possible Ways to Configure Containers Storage:



K8s NFS 
Plugin

Possible Ways to Configure Containers Storage:



Container Storage Plugin



Docker Volume PluginMesos Volume Plugin

K8s dynamic Provisioner

K8s flexvolume  plugin

K8s in-tree  plugin

Persi

Container Storage Interface

CSI Plugin



Distributed File system 
– A solution 
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Container Granular Operations

Unified Orchestration for Apps and storage

Containerized Software-defined Storage

Seamless user experience for developers and devops

Container Native Storage Evolution



Seamless Scaling and upgrades

Run on any infrastructure 

Lower TCO 

Native Integration With Container Orchestrator

Container Native Storage Evolution



Container Orchestration Feature
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Rook Architecture 
A cloud Native Storage Example 



Rook Architecture

Source : rook.io



Source : rook.io



Thank you 


