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Agenda

 Why CS usecase – compression
 Case study – Ceph, zstandard 

vs CS
 TCO comparison
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TCO in Computational Storage - Compression

 Data reduction increases effective capacity, and reduces TCO $ / TBe 
proportionally – but these techniques can be done with open source 
software on CPUs

 The SNIA Storage TCO model currently has a field for compression
 Compression and performance are relevant together, as generally there 

is a tradeoff of IOPS and/or CPU utilization
 E.g. vSAN only able to turn on compression with SSDs

 Easy to show benefit of computational storage in synthetic workloads, 
raw disk io, but much harder with filesystems

 TCO reduction from CS can be shown for reduction in CPU, server 
consolidation. ISO performance TCO with CPU compression would 
require even more resources.
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System Configuration

System Config
 Single Node Cluster, Ice Lake Server
 Supermicro Ultra SuperServer SYS-120U-TNR
 2x Intel Xeon Gold 6338 CPU
 512GB DDR4 @3200MHz, 32x 16GB DIMMs
 12x ScaleFlux CSD 3000 3.84TB
Software Config
 Ubuntu 23.04, Kernel 6.2.0-20-generic
 ceph version 17.2.6 quincy

 2x replication
 40x RBD of 1TB each

 fio-3.33
 128k sequential read, write, random read, QD 128
 Buffer compress = 60 (average 2:1 compression ratio)
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Test cases

Test Case 1 – Zstandard force

Test Case 2 – no compression (done on drive)
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Impact of inline compression on CPU and bandwidth
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Raw data

Test Case Bandwidth App (GB/s) Bandwidth Disk (GB/s) CPU Utilization Compression Ratio

Zstd Write 6.3 5.6 93% 2.285

Zstd Read 21.1 9.2 87.8%

CSD Write 8.3 16.79 66.5% 2

CSD Read 22.5 22.6 88.1%
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TCO Reduction – Save CPU Cores

Intel® Xeon® Gold 6338 Processor Intel® Xeon® Gold 5318N Processor
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SNIA Storage TCO Model Results

Figure 5. TCO Results with CPU sku reduction Figure 6. TCO Results with CPU sku reduction + performance

31% reduced TCO
9% reduced TCO
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Backup
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Software Config

[global]
ioengine=rbd
direct=1
bs=128k
iodepth=128
rw=write
runtime=1200
pool=test1
time_based
buffer_compress_percentage=60
group_reporting

[rbd_image_1]
rbdname=rbd_image_1

[rbd_image_2]
rbdname=rbd_image_2

...

[rbd_image_40]
rbdname=rbd_image_40

bdev_enable_discard: True
mgr_max_pg_num_change: 32768
mon_max_pg_per_osd:
mon: 32768
osd: 32768
mon_osd_max_creating_pgs
mon: 32768
osd: 32768
mon_osd_max_initial_pgs
osd: 32768

FIO Ceph
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TCO Model Config
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16 | https://infohub.delltechnologies.com/l/harnessing-the-performance-of-dell-emc-vxrail-7-0-100-a-lab-based-performance-analysis/conclusion-3-vsan-compression-only-is-nearly-penalty-free 

https://infohub.delltechnologies.com/l/harnessing-the-performance-of-dell-emc-vxrail-7-0-100-a-lab-based-performance-analysis/conclusion-3-vsan-compression-only-is-nearly-penalty-free
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Example Performance Comparison

https://www.intel.com/content/www/us/en/architecture-and-technology/wanyou-high-density-storage-nas-solution.html 

https://www.intel.com/content/www/us/en/architecture-and-technology/wanyou-high-density-storage-nas-solution.html
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