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“Our scientific large-scale simulations can generate hundreds of petabytes of highly 
dimensional floating-point data ... But the data associated with a scientific feature of 
interest can be orders of magnitude smaller than the written data, so a key challenge is 
quickly and efficiently finding what’s relevant in this sea of data. To optimize this process, 
we’ve been drawn towards computational storage — processing data in-place and near 
storage — to eliminate unnecessary data movement while maintaining parallelism and 
adequate data protection.”                                 
              – Gary Grider, High Performance Computing division leader
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Computational Storage? 

Erik Riedel’s
Ph.D. Dissertation 1999:

Active Disks – 
Remote Execution for Network-Attached 
Storage

Why didn’t it take off?
How we can put it to work.
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Why is Big Data so SLOW?
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Why is Big Data so SLOW?

Erasure Coding:

In part : How  storage protects  data
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Data reliably placed in storage: First 4 devices shown…
Simple Table:

#2

#4

Supports  data  protect ion algorithms designed for HDD!

Bytes of data divided evenly across SSDs!

   Data protection and streaming performance!

#1

#3
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Byte-level partitions precludes analytics
Simple Table:

Bytes of data divided evenly across SSDs!

   Data protection and streaming performance!

#1

#3

#2

#4

HDD-centric RAID/Erasure Coding prevent  in-s torage analyt ics
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Challenge: Array based data formats

netCDF4 /           5
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Branches are hard, complex data structures more complex
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Let’s take Occam’s Razor to the Gordian’s Knot
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Not to scale!
Meta-data typically
 <0.1% of data

internal 
metadata

Object’s
metadata

Step 1: Preserve structure of the data
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Step 2: Data path ONLY, no Control Path!
• In-device processing 

- Straightforward to implement & utilize
- Minimal to NO cost difference or design complexity
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CHECK & FETCH
User-level Datapath APIs

Patent pending
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SELECT
    lo_custkey,
    lo_orderdate,
    lo_partkey,
    lo_revenue,
    lo_suppkey,
    lo_supplycost
FROM
    s3Object
WHERE
    (lo_quantity BETWEEN 11 AND 20)
    AND (lo_orderdate <= 20210116);

• Retrieve required columns
• ~MB per column

• Process Data in CPU
• <0.1% for many queries!

SELECT
Today
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SELECT
    lo_custkey,
    lo_orderdate,
    lo_partkey,
    lo_revenue,
    lo_suppkey,
    lo_supplycost
FROM
    s3Object
WHERE
    (lo_quantity BETWEEN 11 AND 20)
    AND (lo_orderdate <= 20210116);

• Retrieve required columns
• ~MB per column

• Process Data in CPU
• <0.1% for many queries!

With CHECK-FETCH
• Perform basic filtering in device
• Scratchpad can eliminate returning 

intermediate results

SELECT
Today
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SELECT
    lo_custkey,
    lo_orderdate,
    lo_partkey,
    lo_revenue,
    lo_suppkey,
    lo_supplycost
FROM
    s3Object
WHERE
    (lo_quantity BETWEEN 11 AND 20)
    AND (lo_orderdate <= 20210116);

• Retrieve required columns
• ~MB per column

• Process Data in CPU
• <0.1% for many queries!

• Perform basic filtering in device
• Scratchpad can eliminate returning 

intermediate results
• Bitwise operators: combine results

SELECT
Today With CHECK-FETCH
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SELECT
    lo_custkey,
    lo_orderdate,
    lo_partkey,
    lo_revenue,
    lo_suppkey,
    lo_supplycost
FROM
    s3Object
WHERE
    (lo_quantity BETWEEN 11 AND 20)
    AND (lo_orderdate <= 20210116);

• Retrieve required columns
• ~MB per column

• Process Data in CPU
• <0.1% for many queries!

• Perform basic filtering in device
• Scratchpad can eliminate returning 

intermediate results
• Bitwise operators: combine results
• Extract only desired data

SELECT With CHECK-FETCHToday
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SELECT
    lo_custkey,
    lo_orderdate,
    lo_partkey,
    lo_revenue,
    lo_suppkey,
    lo_supplycost
FROM
    s3Object
WHERE
    (lo_quantity BETWEEN 11 AND 20)
    AND (lo_orderdate <= 20210116);

• Retrieve required columns
• ~MB per column

• Process Data in CPU
• <0.1% for many queries!

• Perform basic filtering in device
• Scratchpad can eliminate returning 

intermediate results
• Bitwise operators: combine results
• Extract only desired data

SELECT With CHECK-FETCHToday
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SELECT
    lo_custkey,
    lo_orderdate,
    lo_partkey,
    lo_revenue,
    lo_suppkey,
    lo_supplycost
FROM
    s3Object
WHERE
    (lo_quantity BETWEEN 11 AND 20)
    AND (lo_orderdate <= 20210116);

• Retrieve required columns
• ~MB per column

• Process Data in CPU
• <0.1% for many queries!

• Perform basic filtering in device
• Scratchpad can eliminate returning 

intermediate results
• Bitwise operators: combine results
• Extract only desired data
• 99%+ reduction of data to host!

Today
SELECT With CHECK-FETCH
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Don’t ask what you should 
do for your storage

Ask what your storage 
should do for YOU
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Firmware-only 
implementation on high 

volume commercial SSD 
demo in 2024
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Please take a moment 
to rate this session. 

Your feedback is important to us. 

Donpaul Stephens

donpaul@airmettle.com
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