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Abstract

Real World Workloads (RWWSs) have a dramatic impact on Cloud, Datacenter and Enterprise
storage performance because they are comprised of a constantly changing combination of IO Streams
and Demand Intensity (or users). RWW IO Stream composition varies depending on where in the
Software/Hardware Stack they are observed. The development of Real World Workload stimulus
focuses on the capture, analysis and test of IO Streams at the file system or block IO level on physical
and virtual servers.

RWWs allow Cloud, Datacenter and Enterprise Storage professionals, Al Machine Learning
researchers, Distributed Edge Computing developers, Advanced Storage device designers and Storage
& Server manufacturers to optimize and validate application and storage architectures. This allows
users to decide how much, and what kind of, storage to design, purchase and deploy.
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Introduction

Storage performance is highly dependent on the workloads, or IO Streams, that are applied to
storage. Real World Workloads (RWWSs) are popular because they are comprised of 10 Streams
observed during real world application use. Real World Workloads are very different from synthetic
workloads and affect performance in very different ways.

Storage that is optimized using synthetic workloads may not have the same performance as
storage that is exposed to Real World Workloads. This is because Real World Workloads are
comprised of constantly changing combinations of many 10 Streams of varying Demand Intensity (or
Queue Depth or users) whereas synthetic workloads apply a fixed number of 10 Streams and Demand
Intensity over a fixed duration.

Indeed, Real World Workloads are intended to emulate the IO Streams and Demand Intensity
observed during real world use. On the other hand, synthetic workloads are intended to stress storage
outside the range of normal operation.

Recent SNIA Performance Test Specifications (PTS) have enumerated standard practices for
the capture, analysis and test using Real World Workloads. Calypso, the SNIA Compute, Storage &
Memory Initiative (CSMI) and the SNIA Solid State Storage Technical Working Group (S3 TWG)
periodically publish Reference Real World Workloads deemed to represent select use cases.

SNIA Reference Real World Workloads can be viewed on the CMSI site. SNIA Reference
workloads can also be viewed, as well as replayed and downloaded, at www.testmyworkload.com
(TMW site). The TMW site offers free 10 Capture tools and workload visualization in addition to
providing access to commercial IO Capture tools that have more advanced feature sets.

1. What are Real World Workloads?

Real World Workloads (RWWs) are the collection of 10 (Input/Output) Streams observed between
two points in the Software/Hardware (SW/HW) stack that occur during real world application use. Real
World Workloads are typically observed between User space (applications) and Storage at the file
system or block 10 level.

What are 10 Streams?

IO Streams are defined as specific Random or Sequential (RND/SEQ) accesses of a Read or
Write (R/W) 10s of a given data transfer, or block, size. (e.g., RND 4K W, SEQ 128K R, RND 0.5K W,
RND 128 byte R, SEQ 192K W, etc.).

Real World Workloads are Constantly Changing

Real World Workloads are combinations of many 10 Streams (hundreds to thousands). These
IO Stream combinations constantly change over time as they traverse the Software/Hardware
(SW/HW) Stack and are exposed to abstractions by middleware, drivers and hardware components.

Applications, middleware and drivers can modify IO Stream composition. Changes in IO
Streams also occur when |Os are exposed to different storage data paths (direct, remote, virtual, fabric,
storage, media, etc.). Finally, Real World Workloads may also present block sizes of non-traditional
size and varying User Demand Intensity when 10 Streams are ultimately applied.
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“... Your Performance Depends ...”

It is axiomatic that “... your performance will depend...” or “... your mileage may vary ...”
This is especially true for Real World Workloads. For applications, optimizations are often based on
assumptions about the nature of incoming 10s without regard for what 10 Streams actually occur during
real world use. For example, virtualization, compression or encryption may assume the occurence of
specific small or large block transfers, Random or Sequential accesses or Read or Write 10s when the
actual performance will depend on what kind of 10s do, in fact, occur.

For storage and firmware design, factors such as R/W asymmetry, over provisioning, memory
cache, channel design, table management, garbage collection and more can result in significantly
different performance depending on what type of 10 Stream and how much demand intensity is
presented to storage.

What is the difference between Real World & Synthetic Workloads?

Real World Workloads are constantly changing combinations of 10 Streams and Queue Depths
(QD) observed between two or more points in the SW/HW stack. Real World Workloads are intended
to emulate real world application and storage use by applying the 10 Streams actually observed during
real world application use.

Synthetic workloads are single, or very few, IO Streams that are applied over a fixed duration
and Demand Intensity (or number of Users or QDs). Synthetic workloads, also referred to as “corner
case benchmarks”, are created by software workload generators and are typically used to stress
applications and storage outside the range of normal operation.

2 0of 22
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Figure 3 - Real World Workloads. Constantly changing Figure 4 — Synthetic Workloads. Single, or few, 10
combinations of IO Streams and Queue Depths Stream(s) at a fixed Demand Intensity and Duration

What is a Real World Workload IO Capture file?

A Real World Workload IO Capture file is a collection of IO Stream statistics observed at a
specific level in the SW/HW Stack during actual application use. 10 Captures are tabulations of 10
statistics where no actual data content is captured. A full discussion of Real World Workload capture,
analysis and test is presented in the SNIA Real World Storage Workload (RWSW) PTS for Datacenter

Storage v1.0.7.

What is the difference between an IO Capture and 10 Trace file?

10 Captures files aggregate 10 Stream statistics over a series of defined “time-steps”. The use
of time-steps allows the user to set 10 Capture resolution to be coarse (hours, days, weeks) or fine
(minutes, sec, mSec, uSec) and to reasonably control the 10 Capture file size.

Because |0 Captures are a series of time-steps, 10 Captures can easily be converted into test
script steps. Test scripts can be run for shorter or longer duration by adjusting the duration of each test
step. Demand Intensity can also be set as desired for each test step.

IO Capture files tabulate 10 workload metrics that are observed during the |10 Capture. 10
workload metrics, such as 10 transfer size, Process ID and whether the 10 is a Read or Write 10, are
often provided by the OS kernel. Other specialized workload metrics, such as de-duplication, Random
or Sequential access or data compressibility, may be determined by IO Capture tool algorithms.

Unlike 10 Capture files, IO Trace files record a continuous stream of complex 10 data which
results in very large file sizes. 10 Traces includes a wide variety of data (cpu statistics, error correction
codecs, bus, driver and protocol commands, etc.) in addition to specific 10 workload statistics. This
continuous stream of complex data makes it difficult to clearly present IO Trace data.

IO Trace files can also be converted into 10 Capture time-step files. However, the converted 10
Trace file is limited to the IO workload metrics contained in the original IO Trace file. This means that
converted IO Trace files may not include specialized |10 workload metrics of interest.

IO Capture files are much smaller and more portable than IO Trace files. These time-step based
files can used for real time monitoring and post processing of workloads.
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2. How do | Capture a Real World Workload?

Free |0 Capture tools are available at www.testmyworkload.com while commercial tools are
available from Calypso Systems, Inc. 10 Capture tools are Operating System (OS) specific and can be
run as a Command Line Interface (CLI) or with a Graphical User Interface (GUI) Console.

A. 10 Capture Tools

IO Captures tools are binary files that are installed on the target storage server. All logical
storage devices recognized by the OS can be captured. 10 Capture tools tabulate statistics on 10
Stream workload metrics. Processing of IO statistics on the target server (where the 10 Capture is
being run) typically uses 1% or less of CPU Usage.

Figure 5 below shows the I0OProfiler IO Capture tool and set-up parameters. “Duration” sets the
time duration of the capture. “Time Resolution” sets the time-step resolution (as low as 1 uS). “Spatial
Resolution” sets the LBA Range spatial resolution (as low as 0.01%). 10 “Capture Level” sets the level
for 1O Captures (block, file system or both).

[ (@] 10 Profiler: Prompt
0 0
0
-’ D 0 0 ® 0
’Opro‘f’ erby CALYPSO
1 uSec 168 213GB 640 GB 15TB
10 uSec 2GB 34GB 103 GB 278
Define profiling parameters: 100 uSec 198 MB 4GB 12GB 288 GB
S — 5[ min 2] 1 mSec 16 MB 324 MB 974 MB 24 GB
. . 10 mSec 2MB 34 MB 103 MB 2GB
Temporal resolution: 10/ | us =+
) ) R 100 mSec 225KB 4MB 13 MB 312 MB
Spatial resolution: 1| % 2
- 1Sec 45 KB 900 KB 3MB 72 MB
e TOTER IR Block device |
file system 10 Sec 16 KB 320 KB 960 KB 23 MB
mixed
60 Sec 10KB 200 KB 600 KB 14 MB
Start |
e RN v BTN BTN BT
* Estimates Based on Single Drive Capture, Not Zipped, Block IO Level, No Compression/Deduplication
Figure 5 — IOProfiler IO Capture Tool. Set 10 Figure 6 — 10 Capture File Sizes. Estimate 10 Capture file
Capture Parameters before starting an 10 Capture size based on Step Resolution & IO Capture Duration

B. 10 Capture File Sizes

As previously discussed, 10 Capture files are tabulations of statistics for 10 traffic observed at the
selected SW levels. IO Capture files do not contain actual data content. This allows for highly secure
and portable IO Capture files.

Figure 6 above shows estimated size of IO Capture files based on Time-step Resolution and 10
Capture Duration. Actual IO Capture file size depends on the number of drives captured, number of 1O
processes, number of metrics and total 10 steps. For example, the SNIA Reference Retail Web Portal
24-hour capture has 288 five-minute steps for a total file size of 5MB zipped and 100MB raw.

A 9-hour DBRocks 10 Trace from the SNIA IOTTA Repository is used to compare the file sizes of
an |10 Trace versus an 10 Capture. The IO Capture file size for the 9-hour DBRocks trace, with 3,486
ten second steps, is 41MB zipped and 294MB raw. The 10 Trace file size for the 9-hour DBRocks file
is 23GB zipped and 234GB raw — a difference of three orders of magnitude larger for IO Trace files.
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3. How do | View a Real World Workload?

Once captured or created, 10 Capture files can be viewed for free at TestMyWorkload.com or fully
curated with IOProfiler™ tools. 10 Captures can be viewed as an excel or HTML file and can be replayed
virtually using a Chrome browser. Static SNIA Reference Real World Workloads can be viewed on the
CMSI site while active playback of SNIA Reference Real World Workloads are available on the
TestMyWorkload site.

What do Real World Workloads Look Like?

Real World Workloads (RWWs) are dynamic workloads that are captured at the file system or
block level for all logical storage recognized by the target server OS. Visualization of RWWs is
primarily provided by IO Stream Maps and LBA Range Hits Maps.

A. 10 Stream Maps

IO Stream Maps, Figure 7 below, show temporal (Time) locality of reference and are presented as
Quantity of I0s (A) vs Time (B). 10 Streams and workload metrics can be filtered by selecting the
desired 10 Stream or metric data series (C). 10s and 10 Streams can also be selected to be viewed
either as IOPS (by Frequency) or as MB/s (by Amount Transferred) (D).

IO Streams can be parsed and filtered by additional methods including setting the 10 Stream
Threshold (E) and Step Resolution (F), filtering the Process ID (G), or selecting the Cumulative
Workload IO Streams (H) or logical Drive(s) (I). Any change in settings will refresh the related 10
Stream Map (Figure 7) or LBA Range Hits Maps (Figure 8).

|O Stream Map |

Web Portal 2,000 Retail Store 24 hr T Enlarge

Profie Details  Profie Analysis ~ Scripl  Drived Dn Settings
Path: \L\PhysicalDrive1 + 1 more Iu 407 GB s 4,551,062 olal RW Mix: 66% R: 4% W Re 153.1 GiB Writlen: 32.6 GIB

g Values: [Absolute v GTHWEM\G. % v | q Resolution: [Smin v | Streams Range Hits | Descriptions | Processes  Playback

Workload Streams (by frequency) r G "-
warseect ot 1 Sort by name
¢ RND 64K R [l SEQO.5KW RND 8K R SEQSKR MM RND 4K W [ SEQ 64K W SEQE4KR -8 10PS Avg Response Time sqlsenr.exs 70.5% 3617412
- Max a0 System 13.2% 580,012
2.2% 100,035
2.0% 82,797
0.9% 41,002
0.7% 30,498
.‘. 0.6% 26,302
::' _______ ‘-_.._mm. ~ 5% 20,798
/] oxe 2% 3
A - Seiected 32 of 38 process

3 Apply Selection
£ C RND 64K R 18.5% B42,361
E SEQO0.5KW 17.0% 775,127
= RND 8K R 10.0% 456,175
SEQ BKR 8.4% 382,972
. RND 4K'W 4.0% 182,251
10 Streams | SEQ 64K W 3.7% 169,571
. SEQ 64K R 3.4% 155,798
N RND 4K R 2.92% 132,777

'M\M\ Total I0s of 5,086 streams: 4,551,062
RW mix: 66% R : 34% W
Bm g —T— - - h . . o | selected 7 strear '?BSJ,ZEE:SS%)L
02:00:00 04:00:00 06:00:00  08:00:00 10:00:00 12:00:00 14:00:0 16:00:00 18:00:00  20:00:00 22:00:00 00:04

Figure 7 - 10 Stream Map: Quantity of IOs v Time
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B. LBA Range Hits Maps

LBA Range Hits Maps show IO hits by spatial locality of reference. LBA Range Hits Maps
represent access pattern sequentiality and 10 clusters.

Figure 8 shows individual LBA Range Hits (A) for DriveO (B) in MB/s (transferred amount). The
Y-axis (C) shows LBA Range 0 to 100% of capacity for Drive0 while the X-axis shows Time (D). LBA
Range hit resolution can be set as low as 0.01% of the total LBA Range. Where multiple drives are
shown, each drive presents LBA Range % in successive stacked ranges.

LBA Ra nge H Its M a p Web Portal 2,000 Retail Store 24 hr
T e e e SMDWM ?BA Range Hits (by transferred amount)

RND 64K R @ SEQ 512K R SEQ 64K R RNDB4KR 31.4%

= = SEQ512KR 18.0%
! 8:52:49
....... == = . RND 64K R: 0.023 GiB SEQB4KR 5.7%
in 52+1% of drive space 0o YR 4
Processes/hits: -
c L = = - sqlservr.exe: 374 Total 10s of 5,038 streams: 163.5 G|
g S = ‘: o poyemal RW mix: 68% R : 32% W
';E; 5 i = . ; 5 £ \ Selected 3 streams: 90.2 GIB (55%;
< L H SRRPRL N B B S .
= i g ' RND 84K R 44.4%

SEQ512KR 21.9%

Total I0s of 551 streams: 4.1 GiB

D : : RW mix: 90% R : 10% W
Selected 2 strears: 2.9 GiB (72%

Figure 8 — LBA Range Hits Map

The Cumulative Workload Descriptions pane (E) shows the 3 most frequently occurring 10
Streams the for the 24-hour Retail Web Portal 10 Capture. There are 3 IO Streams in an overall RW
mix of 68% Reads for 55%, or 90.2 GB of the total 163.5 GiB transferred.

The tooltip metrics box (F) for the individual Range Hit selected at Time point 18:52:49 show
that RND 64K R 10s are comprised of 374 sqglsevr.exe |10s and 1 system IO for total Read amount of
0.023 GiB. Note that Range hit resolution for this IO Capture is set to 1% of the total LBA Range.

The Individual Workload pane (G) for all Range Hits at time 18:52:49 shows two 10 Streams —
RND 64K R (44.4%) and SEQ 512K R (27.9%) — occur 72% of the time. These two 10 Streams
represent 2 of the 551 IO Streams observed at 18:52:49 and represent a 90% RW mix.

LBA Range Hits Map time point 18:52:49 (H) shows the individual Range Hits for RND 64K R
(blue dots) and SEQ 64K R (green dots).

C. Tracking 10 Stream Occurrence to Logical Drive Locations

The stacked 10 Stream Map and LBA Range Hits Map view aligns Time X-axes. This allows
the reader to track 10 Stream IO hits and the corresponding LBA Range hits.

Figure 9 24-hour Retail Web Portal stacked view shows 10s for Drive0ODrivel (A) in Amount
Transferred (B). Note that Time points for 2:00:19 (D) and 2:15:21 (E) are highlighted with a red dotted
line while successive stacked LBA Ranges are shown for Drive0 0-100% (F) and Drivel 101-200% (G).
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Figure 9 — Stacked view of 10 Stream & LBA Range Hits Map

Figure 10 shows 2:00:19 am Back-up with SEQ 64K R & W on the 10 Stream map (Al) writing
SEQ 64K from Drive0O (A2) in to Drivel (A3) in Figure 11. Figure 10 shows 2:15:21 am SEQ 2048 Reads
on the IO Stream Map (B1) with all of the Reads coming from Drivel (B2) in Figure 11.

20k

@ Streams at 02:00:19

~ Throughput: 64 MB/s [~
RND 64K R: 40.4 MB

15k sqlservr.exe: 646
System: 1

SEQ 64K W: 9,134.1 MB
sqlservr.exe: 145,891

0 Streams at 02:15:21
I~ Throughput: 14 MB/s
SEQ B4K W: 1.4 MB
System: 22

System: 254 | SEQ 2048K R: 3,694.0 MB

10k SEQ 64K R: 8,425.6 MB System: 1,847
sqlservr.exe: 134,808 RND 1024.5K W: 24.0 MB
System: 1 System: 24

A1- SEQ 64K RW B1-SEQ2048KR

5k

Amount Transferred (MB)

02:00:00 04:0(

Figure 10 — IO Stream Map. Sqglserver SEQ 64K RW
(Al). System SEQ 2048K R (B1).

SNIA

15:21

Processes/hits:
- System: 921

-

LBA Range (%)

50 SEQ 64K W: 0.81 GiB
in 75+1% of Drivel space

Processes/hits:
- sqlservr.exe: 13,282

A3 - SEQ 64K W Drivel

02:00:00 04:0

200
Drive0
SEQ 64K R: 1.76 GiB
in 12£1% of Drive0 space
Processes/hits:
150 - sqlservr.exe: 28,810

« SEQ 2048K R: 1.80 GiB
in 73+1% of Drivel space

Figure 11 — LBA Hits Map. SEQ 64K R Drive0O (A2) to SEQ

64K W Drivel (A3). SEQ 2048K Read on Drivel (B2).
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4. How do | Analyze Real World Workloads?

Real World Workloads can be analyzed by locality of reference and by IO Stream composition
of the 10 Capture(s). Because IO Captures can be taken at the file system and block level on any OS
compliant host or target server, it is possible to analyze how and where workloads traverse the SW/HW
stack as well as observe changes in IO Stream composition.

A. Locality of Reference

The IOProfiler (IPF) IO Capture applet allows you to compare file system vs block level IOs
captured on different Storage Architectures (direct, NAS or fabric storage).

IO Captures are taken for all logical storage recognized by the target server OS. This includes
Direct Attached Storage (DAS), logical units (LUNS), storage clusters, remote storage (e.g., RDMA),
virtual storage (VM) and fabric storage (e.g., NVMe-oF). 10 Capture workloads can be examined as
they traverse the SW/HW stack from file system to block level storage, logical to device storage or from
host to fabric/virtual storage.

1. File system vs Block level 10s
A two-drive 24-hour GPS Nav Portal IO Capture is shown in Figures 12 & 13 below.

Real World GPS Nav Portal - 24 Hr SQL Workload: Drive C Real World GPS Nav Portal - 24 Hr SQL Workload: Drive 0
—1.3%: RND 8K W L7%: SEQIKW — 3%: RND 128b R —3.4%: SEQ 16K W 2% SEQ 15K W 3.1%: RND 1K W W 44%: RND 8K W —3%: SEQ 1K W
4.1%: SEQO.SKW 4.6%: RND 16K W 5.7%: RND 4K W —e.3%: SEQAK W 12.2%: RND 4K W —13.7%: SEQ 16K W —14.9%: SEQO.5K W f—15.4%: RND 16K W
—70%: SEQ 128b R Qo (Users) « lops —27.3%: SEQ 4K W QD (Users)
100,000 (350 368 10,000 20,000 10,000
@31 227 259 o 248
185 199 360 368
90,000 i [ ue e 17 118 J 1 | 1 A J 18,000 m o
sy ,Tu, 1) o — H” I i A N - 131 "3 185 199
80,000 1 & 1,000 16,000 18 ~ 1 110 1,000
9 8 12 8 98 1 529719‘;0 u,r 4s|47 J"'l &
70,000 14,000 - 1 S
'-i’ l"'.
60,000

‘f“ "'-qv""'\/‘v\'@ ".‘ o \'
J'

12,000 v 1 100

10s

o m@sﬂwwmwmw RN £

0
o 140 280 420 560 700 840 980 1,120 1,260 1,400 0 140 280 420 560 700 840 980 1120 1260 1400

24-Hr SQL Server (Min) Shifted Time (Min)
Figure 12 - GPS Nav Portal: Boot DriveC. 67:33 RW; Figure 13 — GPS Nav Portal: Storage Drive0. 96% W
70% SEQ 128b R; Median QD 8, Max QD 368 61% RND/SEQ 4K/8K/16K; Median QD 8; Max QD 368

Boot DriveC file system IOs (Figure 12) are 67% R where 70% of the 10s are SEQ 128b Reads
(R caches), 20% of the 10s are RND/SEQ 4K/8K/16K RW and where Median QD is 8 and Max QD is
368. Storage Drive0 Block I0s (Figure 13) are 91% W where 61% of the IOs are RND/SEQ 4K/8K/16K
RW, where there are periodic SEQ 0.5K W spikes and where Median QD is 8 and Max QD is 368.

This is an example of application/user space 10s being transmuted as they traverse the SW/HW
stack to storage. Here pre-fetching, pre-writes, look-ahead reads and other optimizations result in very
different 10 activity between the file system and storage level.

Other examples show how intervening software, middleware and driver layer abstractions
change, modify, split, coalesce and fragment IO Streams. 10 Captures can be run at the “top” (file
system) and at the “bottom/edge” of the storage data path. Knowing the actual IO Stream compaosition
at different SW/HW and storage levels helps to increase the efficacy of software optimizations.
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2. Virtual Storage Cluster

IO Captures can be taken for storage cluster virtual drives by running 10 Captures on the
storage target server. 10 Captures can be viewed for a single individual device or can be viewed as an
Aggregate |0 Stream Map and LBA Range Hits Map for multiple selected devices.

In Figure 14, the Profile Details tab (A) shows a Linux OS vmx (B) 10 Capture for 20 logical
storage devices: sda — sdu and the boot drive sd0 (C). Storage devices can be aggregated as desired
by selecting the drives and clicking “Aggregate n Selected Drives” (D).

The 10 Capture statistics on the Profile tab show that the capture duration was 30 minutes
across 20 drives on a Linux Redhat 7.2 OS with a 10 sec temporal resolution and a 1% LBA Range
spatial resolution. There is a total of 9.936 GB of storage across 20 volumes. There were 73,046 10s
with 140 PIDs. 4.3GiB Reads and 7.2GiB Writes were accessed for a total of 11.5GiB.

[[7<] Hiae Profies | vmxbb04-01_20180418_1617.ipf T Eriargs | (4. Hide Profies vmxbb04-01_20180418_1617.ipf < Enlarge
LWProfile Details hyss  scipt sca s sac w0 s s say om em g sk edl sam sn o sdp sag  ser Prof Lo R ™ sd se s s wh s s sk sl wm wh s s s wr
p- - Satinge e B sdasdb sde sdd sde sdf Setings
Profle Details  Frofie 50
saoffsda + § more 3 24987 1 Mix TI% R :29% W o 1.9 6B it 2.8 QI8
5 S0 509 5 5dC 530 500 sl
Maric: | Fre ~ falues: | Absolute v Theesh ™ v Resalusion: [ 10 ~ Sireams | Range Hits | Descriptions | Processes  Playback
| emabi4-01_20180418 — —7 _ i | Froguency L e al s o o oy
Path. Model ! Labs Warkload Streams (by frequency) B
Cap Patform. 1| 13|ooce|aoce| coce - S0y name:
[~] d sd Virtual disk SE0s12kw M SEQ KR RND 4K R SEQSIZKR EERNDBKR N RND GOKR - 1OPS
File Name wmxbbd-01_20180413 ow/sda er1| 1s|oscs|ascs| sacs ol P T——
Capture Lovel jevisdb | Virtual cisk prez| njeacelcsoe| azon 0 33: X das
553 21|056G8| 0068 | 0508 1ok s"e.ams LRl ey 18.6¢ 4,638
File Sizes: 201.8 KB/ 4.8 M8 o | e ic | Virtual disk ~ |0PS: 220 s
_ 2519 12 |06GE | 00GE | 08GE B unknown 50% 1,258
Stared: 04182018 14:17:34 SEQ 512K W: 751
jov/add | Virtual disk pa31| 31|oz0m|270m| 3008 AT e B swappenz2 a3% 1080
Ended. BAHR201E 14.48:07 () 03| 18|02cs[a0ca| 0zce § red B swappoeit 425 1087
e fe | Virtual disk - RND 4K R: 662 0 o
Teemg) Duration: 30.6 min (1533058 sec] [1121| 13|03cE| 00GE| LIGE s NPT z swapponZ! 8% 87
sp Staps 183 Jewisdf | Virtual disk o128| 25(04G8| 0108 | csoE E . @ swapped? 0% T4
& 500 £ EIEGB"JDGE 05GE8 : PLLIDLIEEE) : LK, oz z s
P T R i sl a
femporal Res - 10 sec dewisd Virtual disk = RND 16K R: 10 3
Corl  spatal Res- 1.0% - | aozos|azoe| asce 5k - eoppes T s
AR Rés. p - e / B swapporizd 04% 28
T AR T T WRES TTO DT a0 a56 54 ad so008| 4008 18]0ace[ooce| cson NS : w2
adr sevca| 19 ¢[0scm|coca| ssen . T rorrrrr——
CPU. intel(R) Xeon(R) CPU ES-2680 ! bl ! - v ey P Sedected -1 of e
lr 580GE | 430 #|00GE | 00GE| noGE o —
RAM. 236.0 G8 Apoky Seleclion
£ 590 G5 A58 12 |0.0GB | 0.0GE | 0.0GE LBA Range Hits (by frequency) I = — :
e— u orkload
adp S60CH | 438 9jooce goca| coce ( @ seq KR RND 4K R SEQ 512K R RND 8K R —
2G| Virtus cisk 590G ar3 8|00GS 00GE| 00GE SEQ5IKW 22.3% 6573
O | mewsar | vinue ssic seoos| s47| 1w|oocs| oocs| cocs SEQ4KR 216% 5391
desds | Virts sk woga | | ofvoce[ooce| cooe & 40 RND 4K R 9.9% 2461
] et 2 SEQ512KR 98% 2,453
Tlae] O ewisn | vMwareSaTACDOO | 4GB| 82 Boee = RND 8K R 45% 1,129
Ts|  Totalkor20 diveswith dota | 9.936GB | 73.046 | 14fiisce Ch RND 60K R 34% 838
Total 10s of 324 sireams: 24,967
o Aggregate 6 selectod drives. RW mix: 71% R : 20% W
i) Selected & straams: 17,845 (T1%) £

Figure 14 — Profile Details Tab. Profile Details shows 10 Figure 15 — Aggregate 10 Stream & LBA Maps. See
Capture, administrative and storage volume information aggregate and individual storage 10 and LBA Range Hits

Figure 15 above shows the aggregate 10 Stream Map and LBA Range Hits Map for the 6
selected storage devices sda — sdf (A). Individual storage drive 10 Stream and LBA Range Hits maps
can be viewed by selecting the desired drive tab(s) (B).

The Process ID pane (C) and the Cumulative Workload pane (D) show PIDs and IO Streams for
the selected drive(s) and can be used to filter/parse the 10 Stream Map and LBA Range Hits Map.
Note that the tooltip metrics (E) displays the time point IO Streams and metrics for the selected drive(s).

The LBA Range Hits Map shows each of the selected drives (F) across successive 100 unit
LBA Ranges (G), i.e., the LBA Ranges for each drive are stacked on successive 100 unit ranges.

The 6 drive aggregate 10 Stream and LBA Range Hits maps show the |10 activity only for
selected drives and do not include any other drive(s). Thus, IO and PIDs from the boot drive are not
shown. Only 10s and PIDs associated with the Aggregate 6 Drives from the virtual storage cluster are
shown.

Storage cluster LBA Range Hits Maps can help confirm 10 traffic to specific storage tiers, hyper-
converged storage or virtual storage drives.

9 of 22
2022 STORAGE NETWORKING INDUSTRY ASSOCIATION



Introduction to Real World Workloads — A Primer

3. RAID v Individual Device

RAID level vs storage device level I0s shows transmutation of IO Streams from software RAID
LUN (md1) to individual storage devices (sdc-sde).

An |0 Stream workload of SEQ 1024K W is applied to a software RAID 0 consisting of (3) 15K
RPM SAS HDDs. The software RAID is set up as software RAID 0 (mdadm tool), Striped, N=3 (Whole
Drives), Block Size (64K). 10 Captures were taken at the software RAID 0 level (md1) and at the
individual device (sdc, sdd and sde) level.

4] Hide Profies RAID O Level - (1) IO Stream: SEQ 1024K W «| Hida Profies SDC Device Level - (3) 10 Stream: SEQ 64K/84K/44K W
Profile Details  Profile Analysin A da ndc sdd sde md1 sde sdd sde md1 sdc Profile Detasls Profile Analysis  Script sdc id  sde mdlsdceddade mdl adc
md1 d Mnux 011,799 GB 77571 Mix: 100% W sde Model. STE0OMP 000G 600 GB 413481 RV Mix: 100% W
Metric: Amount trans v Values: Absolute v Threshoid: (3% v Resoluson: 1sec_v| Metric, Amount irans Vilues; | Absolua Thresnold: 3%~ 10 Streams at 14:06:4
Workload Streams (by transferred amount) Workload Streams (by transferred amount) ~ Throughput: 216 MB
SEQ 1024KW = Throughput 10 Streams at 1406:45 SEQ 64K W I SEQ 84K W SEQ44KW -+ Throughput SEQ 64K W: 180.7 MB1
~ Throughput: 653 MB/s o <.>: 2,801
SEQ 1024K W: 623.0 Mi » * SEQ B4K W: 16.9 MB
<.>: 623 <.>: 206
: [seq 1024k w 100%f | 623 mB/s e g SEQ64KW 87.5% 2| SEQ 4K W: 8.9 MB

T TR S | SEQBAKW 8.2% e
K SEQGaKW a7.5%

0o (c £ | seqaskw 43% |216MB/5|
A B SEQ 84K W 8.2%

: 5 B - : g
8 i o £ 0 SEQMKW 4%
< ol | o (]
100 = = 100 . Total 10 of 14 siroams: 25.2 GIB
0 m:zno;;« § svaoms 5768 » RW mic 100% W
R mix: 100% W Selected i 26,2 GiB (100%)
’ & Selected 75.7 GIB (100%) o o
15 140600 140615 140630 140645 140 407,15 140730 1407.45 B 14:0545 14:08:00 140615 14.06 645 14:0700 140715 140730 1407

Figure 16 — IO Stream Map RAID md1. 10 Stream Map Figure 17 — 10 Stream Map Device sdc. Transmuted IO
showing SEQ 1204K Workload applied to RAID md1 Streams from RAID md1 to individual device sdc.

nsfel

8W) Indybnoay L

(s/3W) 1ndybn;

Figure 16 10 Stream Map RAID 0x3 md1l (A) shows a single SEQ 1024K W 10 Stream (B) with
a Throughput (TP) of 623 MB/s (C).

Figure 17 10 Stream Map Device sdc shows 3 10 Streams (87.5% SEQ 64K W, 8.2% SEQ 84K
W and 4.3% SEQ 44K W) (B) for a total TP of 216 MB/s (C). Note sdc, sdd and sde 10 Stream Maps
are identical so sdd and sde 10 Stream Maps are not shown above.

Here we see expected behavior where RAID 0x3 TP of 623 MB/s is approximately 3 times the
individual device level TP of 216 MB/s. The SEQ 1024K W IOs applied to RAID 0 md1 are changed by
the RAID software (mdadm RAID) and SW/HW Stack components (CentOS 7.0, software layers,
device drivers, and HBA hardware) before they are applied to the individual device sdc, sdd & sde.

Other examples show IO Streams being changed by the SW/HW stack. In cases of
virtualization, larger block RND and SEQ IOs fragment into smaller RND RWs. Encryption changes
SEQ RW IOs to concurrent RND 10s. Deduplication eliminates recurring 10s of similar block size and
LBA offset. TRIMs coalesce transfers into larger block sizes. Streaming media changes large block
SEQ Reads into concurrent RND 4K/8K/16K RW 1Os.

Note that the ultimate impact of SW/HW level optimizations and abstractions on IO Stream
content is highly dependent on the OS, SW Stack, middleware optimizations and the storage
architecture.

While workloads of similar type may share broad 10 Stream characteristics, specific IO Stream
content will depend on the OS, SW/HW Stack and storage architecture, will be influenced by concurrent
running applications, will be impacted by the time of day and will be influenced by the total traffic (user
demand) to the application.
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B. 10 Stream Composition

IO Captures are inherently complex and contain voluminous amounts of data. Indeed, one of
the key features of IO Captures is the ability to curate workloads to more clearly present relevant data
and metrics. 10 Captures can be filtered and parsed to present relevant parameters, metrics and data
for desired applications and workloads.

IO Stream Threshold and Workload Descriptions filter IO Captures by filtering the number of
10 Streams displayed. Process ID (PID) and Step Resolution allows you to filter IO Stream Maps by
the type of process associated with an 10 or by adjusting the step granularity of the 10 Stream Map.

1. Filter IO Stream Maps by IO Stream Threshold & Workload Descriptions

10 Stream Threshold (A) selects the number of IO Streams to be displayed by the percentage of
total 10 occurrence over the duration of the capture. For example, selecting 3% IO Stream threshold
means that only those 10 Streams that occur at least 3% or more of the time will be displayed.

Figure 18 shows 10 Stream Threshold default setting of at 3% (A). 10 Streams that meet this
3% threshold are shown in the Cumulative Workload Description pane (B). Here, the 7 most frequently
observed IO streams that occur at least 3% of the time are shown.

IO Streams can be increased or decreased as desired by changing the Threshold setting or by
selecting specific 10 Stream(s) in the Cumulative Workload Description pane. For example, RND 8K W
IO Stream at 2.78% occurrence (C) can be added by clicking the RND 8K W IO Stream. The IO
Stream Map will refresh to present the new total IO Streams selected.

IO Streams Threshold & Cumulative Workload Description

-
Profile Details ~Profile Analysis Sue0  Drive1 Drive0 Drive1 12% Settings
Path: W\PhysicalDrive1 + 1 mj, Total RW Mix: 66% R : 34%

7 Enlarge

= 407 GB I0s: 4,661,00 g [To|

8% ution: | 5 min_ v

Metric: | Frequency /|

- : g 5 RND 64K R 18.5% 842,361
NDsak R I segkloa 5% W I SEQ 64K W seq 64k { @ SEQ 0.5K W 17.0% 775,127
T P 8KR SEQSKR I RND [é/m' RND 8K R 10.0% 456,175
o “’|@ seQ8kR 8.4% 382,972
&G rnD ak W 4.0% 182,251
g 200k SEQ 64K W 3.7% 169,571
s s SEQ 64K R 3.4% 155,798
E O RND KR 2.92% 132,777
& 100k @O RND 8K W 2.78% 126,550

259 Total I10s of 5,086 streams: 4,551,062

U J. . RW mix: 66% R : 34% W

0 | Selected 7 streams: 2,964,255 (65%) E

04:00:00 08:00:00 12:00:00 16:00:00 20:00:00 00:00:00

Figure 18 — Filter IO Stream Maps by IO Stream Threshold & Workload Descriptions

11 of 22
2022 STORAGE NETWORKING INDUSTRY ASSOCIATION



Introduction to Real World Workloads — A Primer

2. Filter Applications by Process IDs

Software applications can be filtered by Process ID. The Process ID (PID) pane shows the
Processes that are associated with each 10 (as assigned by the OS kernel). 10 Captures of specific
benchmark application software (A) can be filtered by selecting the desired PID 10 Streams.

I»| Show Profiles o Third Party Benchmarks %] Enlarge |
Profile Details ~ Profile Analysis  Script | Drive0d J Settings
Path: W\PhysicalDrive0 Model: Ev176a L95B pSLC Volume: 223 GB 10s: 31,129,187 Total RW Mix: T1% R : 29% W Read: 369.6 GiB Written: 202.4 GIB ‘
Metric: Frequency v Values: |AhsoluheV\ Threshold: | 3% ~ Resolution: \5sec ~ Streams | Range Hits | Descriptions Processes | Playback
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Clear/Select all (] Sort by name

aock Mark Speed 320 |[Rune wi J|E9 diskspda.exe 42.1% 15,160,549

500k 100k i
PCMark Disk Disk AS Bench | | HD Dynamo.exe 44.1% 15,889,939
SSD T
- -’IF
/

. 64 “ 64 Pro
=] i 7 Bench32.exe 6.5% 2,325,776
e 300k 60k
;. § HDTunePro_CHT.exe 3.6% 1,298,866
£ 200k rd 4ok AS SSD Benchmark.ex 3.0% 1,007,004
s}

Lok ok PCMark.exe 0.3% 108,653

~— O System 0.3% 106,845

14:00:00 14:05:00 14:#:00 14:15:00 14:20:00 142500 143000 14:35:00

O MsMpEng.exe 0.0% 10,239

Bench32 exe: 14:10:16 [3 HDTunePra_CHT.axe: 1 [ svchost.exe 0.0% 6,564

Fl SEQ0.5KW 14.6% 339,020 |E SEQ 64K R 99.3% 1,205,660 87.5% 13,918,142 DiskMark64.exe 0.0% 5595
of g o i

RND 4K W 201% 6,265,521 SEQIKW 12.0% 279,730 | [0 RND 64K R 0.162% 2,13 SEQ 128K R 7.0% 1,118,806

53.5% 18,525,601

SEQ 128K R 44% 1,363,004 SEQ 2K W 11.0% 257,684 || RND 4K R 0.108% 1,383 SEQ 128K W as% mess | Searchindexer.exe 0.0% 1,097
SEQ 64K R 43% 1,338,773 ||@ SEQaKwW 9.7% 226,024 || SEQ 64k W 0.081% 1,052 ||(J SEQEAKW 0.79% 125584 (] explorer.exe 0.0% 550
] SEQ 128K W 297% 925516 SEQ2KR 7.0% 163,978 O RND 0.5K R 0.079% 1,037 || SEQ4KR 0.044% 7,042

) SEQ0.5KW 109% 340039 | |E3 SEQO5KR 6.7% 156,318 | |() RND 4K W 0.057% 739 ([ RNDBOIKR  00155% 2465 O taskhost axe 0-0% 452
O SEQ KW 0.90% 279,740 SEQ BK W 6.3% 146,998 | |0 SEQ 124K R 0.038% 493 ||0 RND 84K W 0.0119% 1803 O dllhost.exe 0.0% 437
0 SEQ 2K W 0.83% 257674 SEQ KR 5.0% 137,447 | [0 SEQ4KR 0.031% 403 [|[O RND 124KR 0.0107% 1,703 §[]) "Unknown" 0.0% 126

Total I0s of 1,719 streams: 31,129,187 Total 10s of 268 streams: 2,331,938 Total 10s of 148 streams: 1,305,226 Total I0s of 350 streams: 15,909,001 Selected 7 of 35 processes
RW mix: 71% R : 20% W RW mix; 38% R : 62% W RW mix: 100% R RW mix: 95% R : 5% W

Selected 4 streams: 27,493,889 (88%) E Selected 12 sireams: 2,110,308 (90%) E | | Selected 1 stream: 1,295,660 (99%) E Selected 3 streams: 15,753,703 (99%) E ADply Selection

Figure 19 — Filter Applications by Process IDs

Figure 19 shows an 10 Capture of seven third party benchmark applications (A). Selecting the
desired Benchmarks in the PID Pane (B) filters the 10 Streams by application in the 10 Stream Map (C).
The Cumulative Workload pane (D) shows all of the 10 Streams in the IO Capture. The individual 10
range panes show the 10 Streams for Bench32 (E), HDTunePro (F) and Dynamo (G). Only IO Streams
associated with the Benchmarks are shown (i.e., System and other PIDs are not presented).

In the PID pane (B), we see 7 of a total 35 Processes selected. Each benchmark tool is labelled
on the 10 Stream Map (C) with the individual Benchmark 10 Ranges shown in panes E, F and G.

“Bench32” (E) at time point 14:10:16 has 12 10 Streams of SEQ RW in a 38:62 RW mix.
“‘HDTunePro” (F) at 14:19:1724 has 1,295,660 SEQ 64K R I0s at a 100% R RW mix.

“‘Dynamo” (G) at 14:23:27 has 13,918,142 RND 4K R, 1,118,806 SEQ 128K R and 716,755
SEQ 128K W IOs at a 95:05 RW mix.

Note that while each benchmark may show a large number of total 10 Streams, the selected 10
Streams represent 90 to 99% of the total 10s.

Filtering benchmark IOs by PID allows the user to see the 10 Stream content of each
benchmark tool instead of relying merely on arbitrary proprietary scaling scores (e.g., 6 out of 10) or
assuming that the benchmark workload is indeed comprised of the 10 Streams claimed by the vendor.
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3. Step Resolution: Viewing Individual IOs to Long Duration Captures

Step Resolution sets the temporal resolution for presentation of the 10 Stream Map. 10 Stream
Map Step Resolution granularity allows observation of individual 10s or can be used to present
extremely large 10 Capture datasets (e.g., 24-hour) in 10 Stream Maps of smaller file size.

The minimum viewable Step Resolution is defined by the step resolution of the original 10
Capture. For example, an 10 Capture taken at 1 sec resolution cannot be viewed at less than 1sec
granularity. However, the 10 Capture Step Resolution may be set as desired to adjust the IO Stream
Map for clarity. Fine grain resolution can be used to resolve single or few 10 occurrences. Coarse
grain resolution can be used to filter IO Stream maps for clarity and to limit IO Capture file sizes.

Profile Details ~ Profile Analysis ~ Script C:  Drive0 J4! Hide Profiles o VDI Storage 6-Drive Cluster
\L\PhysicalDrive0 Windows Servs 100 v 100 us R:99% W Profiie Details ~ Profile Analysis ~ Script  drive-0  drive-1  drive-2  drive-3 xoﬂ"'"'"’ drive-1 drive-2 drive-3 drive-4 drive-6 I'
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Figure 20 — 100uS Steps. Fine grain resolution allows Figure 21 — 5 min Steps. Coarse grain resolution allows
observation of single or very few IO events/occurrences viewing of multiple/aggregate drive, long duration captures

20° 144 20" 146.0

In Figure 20, the original IO Capture Step Resolution was set to 100 uS (micro seconds) (A). At
this resolution, it is possible to resolve single to several I0s. The zoom tool (B) shows 10 events with a
single 10 (C), five 10s (D) and 17 I0s (E).

At Time point 20”138.000 (C) we see a single mysqglexe RND 4K W 10. At Time point 20”
140.800 (D) we see five mysglexe 10s — three SEQ 16K W and two RND 16K W. At Time point
207144.900 (E) we see seventeen mysqglexe 10s — thirteen SEQ 16K W and four RND 16K W.

In Figure 21, we see an |10 Stream Map for a 13-hour VDI Storage 6-Drive Cluster (A). The
aggregate 6-drive 10 Stream Map (B) shows 26.8 GiB of original IO Trace data (D). However, with the
original 10 Capture Resolution set at 5 min (E), the IO Capture file size was only 16.9 MB zipped and
196.8 MB raw (C) — a reduction of 2.5 orders of magnitude in file size.

Fine grain Step Resolution and the Zoom feature can be used to show individual 10
occurrences, 10 clusters and PIDs associated with the target I0s. Using coarse grain 10 Step
Resolution in the original capture can allow the viewing of very long 10 Capture — up to 24-hours or
more — with an 10 Capture size that is much smaller than the original 10 Trace file.

10 Step Resolution supports examination of micro second 10 bursts to viewing the broad stroke
characteristics of very long duration IO Captures without the burden of extremely large 10 Capture file
sizes.
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5. What are SNIA Reference Real World Workloads?

SNIA SSS TWG and the CMSI periodically select Reference Real World Workloads (RWWS)
deemed to be representative of common use cases. SNIA Reference RWWs are posted on the CMSI
website and TestMyWorkload websites.

While every RWW is unique, RWWs can be generally characterized by their overall RW mix, 1O
Stream content and Demand Intensity. While applications run on the same or similar OS, SW/HW
Stack and storage architecture can share similar RWW characteristics, applications run on different OS,
storage architectures and at different times can generate very different application and storage 10s.

A. SNIA Reference Real World Workloads: Table Comparison

Real-World RW Mix - Total | Total 10

Capture 9 Most Frequent 10 Streams by % of 10s

Workload Normalized Level 10s Streams

18.5%| RND 64KR| 17.0%| SEQ |0.5KW
Retail Web 10.0%| RND 8KR| 8.4%| SEQ 8KR
Portal: 65% R Block1O| 45M | 5,086 4.0%| RND 4KW| 3.7%| SEQ | 64KW| 5 306 19
2-Drive, 24-hour 3.4%| SEQ 64KR| 2.9%| RND 4K R
2.7%| RND 8K W
21.6%| SEQ 4K W| 12.0%| RND | 16KW
GPS Nav 11.7%| SEQ | 0.5KW| 10.7%| SEQ | 16K W
Portal: 100% W |BlocklO| 3.5M | 1,033 9.6%| RND 4KW| 4.9%| RND 8KW| 6 368 8
15:’::::;5::’ 3.4%| RND S8KW| 2.4%| RND | 2KW
2.1%| SEQ | 1.5KW
60%| SEQ | 128bR| 2.9%| SEQ | 16KW
GPS Nav 5.5%| SEQ 4KW| 2.7%| RND |128bR
Portal: 67% R Block 10| 11.5M | 7,169 4.9%| RND 4KW| 1.4%| SEQ 1IKW| 6 368 8
1‘”"“-1‘;"“’“’ 40%| RND | 16KW| 1.1%| RND | 8KW
Boot DriveC 3.5%| SEQ | 0.5KW
19.3%| RND 4KR| 11.3%| RND | 4KW
VDI Storage 9.1%| SEQ 4KR| 8.2%| SEQ | 32KR
Cluster: 75% W Block 10| 167 M | 1,223 4.2%| SEQ | 128KR| 3.6%| RND | 32KR| 64 1,024 128
&-Drive, 12-hour 3.3%| SEQ 4KW| 3.3%| RND 8KR
2.3%| SEQ 8KR
SNIA CMSI Reference Workloads ~ Retail Web Portal, GPS Nav Portal and VDI Storage Cluster workloads can be viewed at www.testmyworkload.com

Figure 22 — SNIA Reference Real World Workloads: Table Comparison

Figure 22 shows 4 SNIA Reference RWWs. Each workload shows overall RW mix, IO Capture
level (file system or block), total IOs and IO Streams observed, most frequently occurring 10 Streams,
and the QD range of the workload. |0 Stream Maps for each RWW show the PIDs for each RWW.

The Retail Web Portal workload is 65% R, has a high number of 10 Streams (5,086), a wide
range of non-fragmented traditional storage Block Sizes (0.5K to 64K) and a QD range of 5 to 306.

The GPS Nav Portal workload is shown both for boot DriveC and storage DriveQ. Drive0 is
100% W, QD range of 6 to 368, 1,033 10 Streams and a range of smaller Block Sizes (1.5K to 16K).
DriveC is 67% R, dominated by SEQ 128b Reads, has 7,169 10 Streams and a max QD of 368.

The VDI Storage 6-Drive Cluster Workload is 75% W, has 1,233 |0 Streams, a range of Block
Sizes associated with traditional disk storage (4K to 128K) and a QD range of 64 to 1,024.

14 of 22
2022 STORAGE NETWORKING INDUSTRY ASSOCIATION


https://www.snia.org/technology-focus-areas/physical-storage/real-world-workloads/reference-real-world-workloads
https://www.snia.org/technology-focus-areas/physical-storage/real-world-workloads/reference-real-world-workloads
http://www.testmyworkload.com/

Introduction to Real World Workloads — A Primer

B. GPS Navigation Portal: Boot DriveC & Storage Drive0O

The SNIA GPS Navigation Portal has two single drive 24-hour reference workloads: DriveC
boot drive (Figure 23) and Drive0 storage drive (Figure 24). DriveC is dominated by SEQ 128b Reads,
is 67% R and has a QD range of 6 to 368. Drive0 has smaller block sizes, is 100% W, has a QD range

from 6 to 368 and periodic SEQ 0.5K IO spikes.
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Figure 23 — GPS Nav Portal: DriveC Boot Drive

Figure 24 — GPS Nav Portal: DriveO Storage Drive

C. Retail Web Portal: DriveODrivel; VDI Storage: 6-Drive Cluster

The Retail Web Portal (Figure 25) is a 2-drive, 24-hour workload comprised of different retalil
events (such as morning boot storm, opening, daily & closing activities and 2 am back-up), a different 10
Streams, QD from 5 — 306, block sizes from 0.5K to 64K, and a normalized RW mix of 65% R 10s.

Real World Retail Web Portal - 24 Hr SQL Workload: DriveODrivel
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Figure 25 — Retail Web Portal: DriveODrivel

Figure 26 — VDI Storage 6-Drive Cluster

The VDI Storage 6-Drive Cluster (Figure 26) is a six-drive RAID 0 LUN, 12-hour workload
comprised of non-fragmented storage block sizes, higher QDs (up to 1,024) and a RW mix of 75% W
I0s. Note that 6-drive 10 Streams are aggregated as a feature of CTS IOProfiler software.

SNIA
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6. Common Use Cases for Real World Workloads

A. Real World Workload Use Case Tree

Curated 10 Captures (IO Profiles) captured at specific SW/HW levels helps optimize applications,
validate middleware abstractions, and qualify/validate storage solutions.
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Figure 27 — Real World Workload Use Case Tree

IO Profiles have overlapping use cases for Cloud Infrastructure, Datacenter Servers & Nodes,
Storage Server Vendors, Edge Computing and 10T designers, SSD OEMs and ODMs and SSD
Controller and Firmware developers.

B. Using Real World Workloads to Test Applications & Storage

Real World Workloads can be used to test applications and storage. The 10 Stream content of
a workload capture can be used to create test stimuli for application and storage optimization, validation
and qualification. 10 Stream content can also be used for storage device performance benchmarking,
endurance test and failure analysis.

IO Capture IO Stream maps can be made into test scripts by creating test 10s for each 10
Capture step. In addition, the CTS IOProfiler software allows you to automatically generate RWW test
scripts from the 10 Stream Map GUI. These test scripts can be applied to direct, NAS or fabric storage
at the file system or block level using the CTS workload generator. Auto generated test scripts have
user accessible variables, pre-built test results plots and auto generated SNIA format reports.
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7. RWW Tests — SNIA RWSW PTS for Datacenter Storage

The SNIA Real World Storage Workload (RWSW) PTS for Datacenter Storage (SNIA RWSW
PTS) describes a methodology to analyze and curate workloads and sets forth standardized tests and
reporting requirements for using Real World Workload (RWW) tests.

Types of Real World Workload Tests
The RWSW PTS describes four types of RWSW tests.

1. Self-Test

2. Replay Test

3. Thread Count/Queue Depth (TC/QD) Sweep Test
4. Individual Streams Test

A. Self-Test

Self-Test converts an 10 Capture into a Self-Test “test result” that can be viewed as any other
CTS or SNIA test. Self-Test is not an actual test but is used to present the performance of the original
workload capture as if it were run as a CTS or SNIA test. The Self-Test generates performance plots of
the target application and storage during the original 10 capture. i.e., you can see and plot the native
performance of the target server and storage while running applications during your 10 Capture.

P12 10 Streams Map by Qty of 10s. Drive0 Drivel Cumulative Workload P110PS vs Time
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Figure 28 — Self-Test IO Stream Map & 10s. Sequence of  Figure 29 - Self-Test IOPS v Time. Cumulative IOPS while
IO Stream Combinations, 10s & QDs during 10 Capture application runs on target server during an IO Capture

Figure 28 shows the 10 Stream combinations observed during the Retail Web Portal 10 Capture
of DriveODrivel. Each time-step shows the combination of IO Streams and QDs that occurred on the
target server. Figure 29 shows these IO Streams as a cumulative IOPS vs Time plot.

B. Replay Test

The Replay Test creates a test script for the sequence of IO Stream combinations observed in
the original 10 Capture. The IO Stream Map is used to curate the IO Capture to present the desired
metrics and 10 Streams (see previous discussion on IO Stream Maps). Once the 10 Stream Map is
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curated, the 10 Steps are used to create a Replay Test script (manually or automatically by using CTS

IOProfiler software).

Note that RWWs occur in a sequence of different 10 Stream combinations for each step of the
IO Capture. Because IO Stream combinations are selected and applied by time-step, the test script
step duration can be adjusted to run exactly as they occurred or for a shorter or longer duration. In
addition, parameters can be adjusted to increase or decrease the Demand Intensity of the Replay Test.
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Figure 30 — 10 Stream Map & I0s. Sequence of 10

Stream Combinations, 10s & IOPS on NVMe SSD

Figure 31 — Replay Test IOPS v Time. IOPS measured

during a Replay test run on NVMe SSD

Figure 30 shows the Replay Test IO Stream Map & Quantity of 10s for Retail Web Portal
DriveODrivel. The Replay test applies the sequence of IO Stream combinations curated in the 10
Stream Map to the target storage, in this case, an NVMe SSD, and reports IOPS v Time (Figure 31).

Note that the sequence and combinations of IO Streams are the same for the Self-Test (native
application server) and the Replay Test (to NVMe SSD). Measured IOPS are much higher for the
NVMe SSD than for the Self-Test native application server. This is due to throttling of Self-Test IOPS
by the SW/HW stack, concurrently running applications and the native Demand intensity of the target
server during the original 10 Capture. For example, for the Retail Web Portal in Figure 25 on page 15,
“early morning hours” show very low QD which results in correspondingly low 10s and IOPS for the

Self-Test.

Figure 31 shows NVMe SSD Replay Test IOPS between 10,000 and 70,000 IOPS compared to
Figure 29 native application server Self-Test IOPS between 50 and 450 IOPS.

C. Thread Count/Queue Depth (TC/QD) Sweep Test

The TC/QD Sweep Test evaluates RWW performance across a range of Demand Intensity (DI),
i.e., measures performance saturation (in IOPS & ART) as the number of Users (or DI) increases. In
this test, a fixed number of IO Streams is applied in each test step in the same percentage as they are
observed in the original IO Capture. In this example, each test step consists of the nine 10 Streams

selected in the 10 Stream Map. See Figure 34 Workload Streams Distribution below.

After a pre-conditioning, performance is measured over a range of Demand Intensity (or Thread
Count x Queue Depth). Performance (in IOPS and Average Response Time (ART)) is then plotted as a
function of increasing Demand Intensity, also known as the Demand Intensity Curve, or DI Curve.

SNIA
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Figure 32 shows a DI Curve for the GPS Nav Portal DriveO workload. As DI increases, IOPS
and ART increase until performance saturates. The “Max IOPS Point” shows the saturation point where
IOPS are highest before there is a large increase in ART, also known as the DI Curve “knee”.

P13 Demand Intensity Curve - GPS Nav Portal Drive0 P13 Demand Intenisty Curve Comparison
~+Mini0PS ~+-Midioprs ~+=Max10PS —o-Rtl Web Portal —+-GPS Nav Portal & VDI Storage Cluster
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‘né‘ GPS Nav @ |
< 10 T Portal £ Rtl Web | | GPS Nav DI Starage
g - g Portal Portal Cluster
F ™ F /
& 2 Rtl Web
SI, H 10PS 95,309
€ 1 Max I0PS £ . ART 0.33mS VDI Cluster
4 504 g olo=32 I0PS 182,618
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Figure 32 — DI OS Curve: GPS Nav Portal. Max IOPS Figure 33 — DI Curve Comparison. “Better Performance”
shows the optimal “knee” before performance saturation is at the “Lower Right Corner” of the DI OS Curve plot.

Figure 33 compares DI Curves for 3 RWWs run on a NVMe SSD: Retail Web Portal, GPS Nav
Portal and the VDI 6-Drive Storage Cluster. “Better” performance is seen with Max IOPS points in the
“lower right corner” of the DI Curve. Here, the VDI Cluster shows highest IOPS while the GPS Nav
Portal shows the lowest Response Times. Note the Retail Web Portal shows the lowest performance.

D. Individual Streams Test

The Individual Streams Test measures the Steady State performance of individual 10 Streams
observed in a Real World Workload capture.

P8 Streams Distribution of Drive0 Drivel Cumulative Workload P6 10PS and Response Time vs Segments
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Figure 34 —~Workload Streams Distribution. Individual IO Figure 35 — Individual Streams Test: IOPS & RTs v
Streams applied for each Steady State test step Segments. Individual 10 Streams run to Steady State

Figure 30 shows the 9 10 Stream Distribution for the Retail Web Portal RWW. Figure 31 shows
individual 10 Streams at Steady State and reports performance in IOPS, MB/s and Response Times.
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8. HTML Playback files

Any test result displayed as an 10 Stream Map (in the Calypso Test Software environment) can
be saved as an HTML file. This applies to the Self-Test or any other Real World Workload test. The
portable HTML file can be opened in any Chrome browser. The user can access various Tabs to view
or playback of the 10 Stream Map or to see pre built plots, logs, script and administrative information.
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Figure 36 — HTML Results File: Playback of 24-hour Retail Web Portal Self-Test

In Figure 36, the Playback Tab (A) allows results to be replayed with the zoom, pause, loop and
speed control (B). The Tooltip (C) highlights time point metrics on the 10 Stream Map.

D140 &2 0200 LWWEEADA2ITARMNNOA ADC kload (9 s-20190627-2038.html

e o (30w GO . Pveese 113 433T2MO02N-GPS Nav 9 Stream |
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+ LIXSEQ 15K 0

0
00:00

Time

Figure 37 — HTML Results File: Results, Data, Script & Log Tabs

Figure 37 Tabs show Report Plots (A), Raw Data (B) by command line, Internal Test Logs (C),
Script (D) with user accessible variables and the Info (E) with test administrative information.

The portable HTML file provides a secure audit trail with complete test results, data and reports.
It can be emailed and viewed with only a Chrome browser without installation of, or access to, any
other application or test software.
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Conclusions

Real World Workloads are critically important for measuring application and storage
performance. Real World Workloads used in conjunction with synthetic corner case benchmarks can
provide a richer understanding of the use case environment and the design requirements of storage
solutions.

For application optimization, knowing the IO Stream content ensures that middleware
optimizations are designed based on valid assumptions of the incoming 10 Streams and Demand
Intensity. Indeed, an inaccurate understanding of Real World Workload content can lead to unintended
consequences such as bottlenecks, response time spikes and unacceptable Quality of Service.

For the storage engineer, Real World Workloads can help illuminate the target application use
case and inform the engineer of the operational Demand Intensity, the type and number of IO Streams
and processes and help in the comparison of corner case benchmarks to Real World Workload
performance.

Real World Workload IO Stream content can also help to evaluate real world Write Amplification
and accurately predict Drive Writes Per Day for a given workload and application environment. This
can help the storage designer understand what type of drive characteristics need to be provided for
different use case customers.

For Cloud, Edge Compute, Datacenter and Enterprise storage engineers, Real World
Workloads can be used to monitor Edge to Datacenter workload content, create validation replay
scripts for suppliers, balance loads among servers and server farms, optimize storage server utilization,
evaluate TRIM strategies, dis-aggregate workloads and storage architectures, analyze
fabric/remote/virtual storage solutions, understand Al and RNN LSTM input and output levels and more.

For the end user, understanding Real World Workloads can help establish realistic storage
gualification and validation testing, help to monitor load balancing among applications and servers, and
determine how much and what kind of performance to buy.

For those interested in further understanding and using Real World Workloads, free tools are
available at www.testmyworkload.com, reference workloads are posted at www.snia.org/forums/cmsi
and commercial tools, including the 10Profiler, can be accessed by contacting
info@calypsotesters.com.
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