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SNIA Legal Notice

+The material contained in this presentation is copyrighted by the SNIA unless otherwise noted.

+Member companies and individual members may use this material in presentations and literature
under the following conditions:

+ Any slide or slides used must be reproduced in their entirety without modification

4+ The SNIA must be acknowledged as the source of any material used in the body of any document containing material from these
presentations.

+This presentation is a project of the SNIA.

+Neither the author nor the presenter is an attorney and nothing in this presentation is intended to be,
or should be, construed as legal advice or an opinion of counsel. If you need legal advice or a legal
opinion please contact your attorney.

+The information presented herein represents the author’s personal opinion and current understanding
of the relevant issues involved. The author, the presenter, and the SNIA do not assume any
responsibility or liability for damages arising out of any reliance on or use of this information.

NO WARRANTIES, EXPRESS OR IMPLIED. USE AT YOUR OWN RISK.
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SNIA-at-a-Glance

© & O

185 2,000 50,000

industry leading active contributing IT end users & storage
organizations members pros worldwide
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Computational Storage -
A Quick History and Status
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Common Language, Common Goals

= The challenge with driving new technology can be the convolution
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= The ability to say the same thing with different words mnﬁ% =& 1L 3 .
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= Computational Storage had many names — back as far as 2010

= Scale-In
o P W W B
' ' " anABAR A Sm M~ M™m
» |n-Situ Processing N'sistannmn m

= Compute to Data

» |n-Data Processing

= A change to the taxonomy model was needed and a SNIA Technical
Work Group (TWG) was formed
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The Ongoing Work of SNIA
= TWG Working group is continuing

to Define Standards
to see growth

» Member count is up, Users following’ and ‘participating’
* 51 companies, 261 individual members

= Work in the Special Interest Group
» CS SIG — Webinars, Blogs, Events

= Collaborating with other Groups

* NVM Express — Computational Programs

51 Participating Companies - 261 Member Representatives
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= Be sure to check out the Storage Developer Conference session presented by

the Co-Chairs on that work
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https://youtu.be/RxyEdGeUs9c

The Efforts to Get Information Out is Continuing

= ComputerWeekly.com
= 13-part Series

Gartner

COOL
VENDOR

= 2018 and 2021 ‘Cool Vendor’

= Gartner Analysts

* Hype Cycle Entry

= Sponsored Efforts

Key Solution Elements

Parallel Database with
Computational Storage et A vSphere & Bitfusion

Embed compute with storage,
offloading main server,
improving performance on

Query across NvMe devices in
parallel, making effective use
of computational storage. acceleration for computational
smaller systems by reducing Embedded analytics allowing storage w/ Bitfusion.

data transfer to main system analytics free of resources on Effective use of limited host
and enabling on-chip the main system. Seamless resources.

intelligence replication of data to backup.

host.

Ability to offer Edge resiliency
with vSAN, HA, FT. GPU

vmware

E‘\ CW Developer Network

Computational storage: A Computer Weekly
analysis series

Hype Cycle for Compute Infrastructure, 2020

Cuantum e
Nvie-oF — p a CW Developer Network
Daep Noural Network ASICs
o B g Hype Cycle for Storage and Data Protection Technologies, 2020 Computational storage series: Evaluator Group

- Speculations, expectations & extrapolations

Neuromanshic r-urunv-‘

/

Hd-Danaration IMerconnects E\\ CW Developer Network

IT/OT Hybna Senvers.

expactations

Computational storage: NGD Systems / SNIA -
Icebergs at the Edge

FACS (NextGen Smaniils)
Confudential Computing

sapuetaticns

@ CIliff Saran's Enterprise blog

An opportunity to redesign computer
architectures

Plattau will bereaches: R fimw

o 9:

How computational storage delivers datacentre
benefits

Computational storage is an emerging field of IT that features compute processing
power closely coupled with storage. We look at what it can be used for

a Daniel Robinson

D<A LTechnologies
Cloud  Products Solution

Perspectives

. Torstomate Leaeso  Resswrchand gt Reolze Podcass

RESEARCH AND INSIGHTS.

Computational Storage in the Data
y Decade

Leam how computational data storage allows us to process and compute data more efficiently
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Computational Storage -
The Work Being Done
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A Potential Use Case for Computational Storage

= Generate Metadata database (e.g tags) over a - 'r_'_" -
large set of unstructured data locally stored on = lcpul=
the drive, with an integrated Al inference engine el
= Operation may be: I
» Triggered by a host processor DI
= Done offline as a background task (batches)
= Metadata database may be then used by upper
layer Big Data Analytics software for further
processing
= Can work both on direct attached storage or on e
remote over the network storage Computational Storage Array
CSDs s
= Examples: Video search, Ad insertion, Voice —
call analysis, Images, Text scan, etc o
aa7H

j

G

CSDs

o
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Current Progress of TWG Output

= Architectural Document has been released
= \/0.8 is now In Public Review -
= Many updates from 0.5 SNIA

Advancing storage &
information technology

Computational Storage Architecture

= APl Document has been released

Version 0.8 Revision 0

] ] ] ] .
. VO 5 I S l l OW I n P | I b I I C Rev I eW Abstract: This SNIA document defines recommended behavior for hardwar)
™ Computational Storage. e

Publication of this Working Draft for
Storage o TWG. This dra aft represents a
preliminary consensus, and it ma

h \d tb d srefrn ateri

and comment has beel p
l ff rt” al ﬂempl by the C mP Advancing storage &
d e

] information technology

c
U'
5-3

Working Draft

= Security now being reviewed

Computational Storage API

= |n collaboration with SNIA Security TWG

ABSTRACT:

This SNIA Draft Standard defines the interface between an application and a Computational
Storage device (CSx). For each CSx there will need to be a library that performs the mapping
from the APIs in this specification and the CSx on the specific interface for that CSx.

P bl ation of this Working Dral ﬂf review and comment has been approved by the Computational

rage TWG. This d ﬁ represents a “best effort” attempt by the Computational Storage TWG ureach
Immaryconse dlmaybe pdtdrepl laced, or made obsolete at a ytme This d ocument
h Id lbe used snel rence material ol Ied other than a “work in progress.” Suggestions for
rey should be directed fo htt; ://www.sm Ne dback.

= Today we’ll be speaking about Architecture and API working s

June 9, 2021
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The Taxonomy of Computational Storage

Host1l | ...l Host n Host1l | ...l Host n Hostl | ... .............. Host n

cs I © I [ I [ I cs I cs I
Driver Driver Driver Driver Driver Driver

< Fabric (PCle, Ethernet, etc) > < Fabric (PCle, Ethernet, etc) > < Fabric (PCle, Ethernet, etc) >

ImemT| | 1/0 | memT| | 1/0 | ImemT| | 1/0 |
Computational Storage Resource(s) Storage Computational Storage Resource(s) Storage Computational Storage Resource(s)
Controller Controller ;
Resource Repository Resource Repository Resource Repository
----- : i 4 Losonod Control Bocscoead s
FDM FDM ,"‘I";ansparer;?‘\ FDM
CUAERAA Y CAERRA Y i Storage E SUAERRATY I
AFDM }+ AFDM } " Access ;i | LAFDM I CSF
,:"" Proxied ; y §
Device Memory { Storage Device Memory
%, Access
Device Memory Device Storage Storage Device| Storage Device
or CSD or CSD
Computational Storage Processor (CSP) Computational Storage Drive (CSD) Computational Storage Array (CSA)
A
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Computational Storage Architecture
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Implementing The Taxonomy of Computational Storage

CSx ‘ [ CSxProperties ] engine type X

ComputeResource
% CSEiInfo }— ; {

ComputeResource

J

engine type ¥ ) ComputeResource
‘ [ CSEProperties % CSEInfo \ )

ComputeResource

—

CSE

! *

1 l CSEEInfo* L .
- e |
CSEEProperties \
CSEE [ J \—[ CSEEInfo*" — * 4

CSFInfo*
\ J L £ 3
‘ [ CSFProperties % ) X
CSF CSFinfo *" B * A

& J

*CSFinstance, CSEEInstance — activated for usage ACSEEInfo, CSEEInstance — hard-coded in CSE
+CSEEInfo, CSFinfo — each in repository ACSFInfo, CSFInstance — hard-coded in CSEE
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Direct Computational Storage Implementation

= Assumption ot 1
» Data on which computation is to be performed is
placed in the FDM, prior to the request to the A
CSE, through some process that is not shown in ﬁ
th|S figure < Fabric (PCle, Ethernet, etc) >
» Result data, if any, is returned to the host 7
through some process that is not shown in this =T | -
figure | Czt:t:iglﬁer Computational Storagg Redource(s
Resource Repository
= Process el
1. The host sends a command to the CS —y
controller to invoke the CSF; (b e CSF
2. The CSE performs the requested computation
on data that is in FDM and places the result, if Device Memory
any, into FDM; and -
Device Storage
3. The CSE returns a response to the host. :

Computational Storage Drive (CSD)

R
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Computational Storage on Device Data

. Host 1
= Assumption ——
» This example is for a computation on data Aﬁ
that is in device storage < >
Fabric (PCle, Ethernet, etc)
= Process @ 3
1. The host sends a command to invoke the MGMT
C S F ; Storage Computational Storagg Reqource(s)
a. The command specifies the Device Storage =2 || esource Repository
location of the data; TCSF i ICSEEL

2. The CSE moves data from Device

Storage to FDM,; *7_” 3 CSF

3. The CSE performs the requested
computation on data that is in FDM and Device Memory
places the result, if any, into FDM; and

4. The CSE returns a response to the host.

Device Storage

Computational Storage Drive (CSD)

R
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Indirectly Using Computational Storage on Device Data

= Assumption:

Host 1
» This example is for a device to host operation
= Process ﬁ
1.  The host sends a storage request to a Storage < 11 Fabric (PCle, Ethernet, etc) >
Controller where: @
a. that storage request is associated with a target CSF; ! MeMmT
and Storage Computational Storage Resource(s)
b.  the storage controller determines what CSF is Controller| |} resource Repository
associated with the storage request; COSEE TCSEEM
2. The Storage Controller moves data from storage into 2l 3 —
the FDM; e n CSE
3. The Storage Controller instructs the CSE to perform *
the indicated computation on the data in the FDM,; D
4. The CSE performs the computation on the data and _
places the result, if any, into the FDM; and PIERTIES S
5. The Storage Controller returns the computation Computational Storage Drive (CSD)
results, if any, from the FDM to the host.
A
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Computational Storage APls
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CS API Library Overview

7
.
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§

One Set of APIs across all CSx types [ CS API Library ]
= CSP, CSD, CSA
= Common set of APIs for different CS devices

One inte_rf_ace toldiﬁerent deVice and [ Device driver ] [ Device driver ] [ Device driver ]
connectivity choices

= Hardware ASIC, CPU, FPGA, etc

= NVMe/NVMe-oF, PCle, custom, etc fabric
= Configurations may be local/remote attached Bt .
= Hides vendor specific implementation details Computational Computational Computational
below library oot | | || ™

= Abstracts device specific details
= APIs to be OS agnostic

— e o mm mm mm mm o oy,
LU S U U ——

Computational Storage Device (CSx)

______________________________________

R
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Storage Apps

About API Library

Uniform interface for multiple configurations
» APIs provided in common library

Each CSx managed through its own device stack

= Library may interface with additional plugins based on
implementation requirements

» Plugins help connect a CSx to abstracted CS interfaces
Extensible Interface

API Requirements
= One interface across CS devices: CSP, CSD, CSA
= Discovery
= Device Access
= Device Memory (mapped/unmapped) allocations
= Near Storage Access
= Copy Device Memory
= Download Functions (CSFs)
= Execute CSFs
= Device Configuration & Management
= Security

Cloud Computing Apps

[ CS API Library ]

Data Analytics Apps

S

User-space

[ Device driver ]

Kernel space

fabric
wewt] [0
Storage Computational : :
Controller Storage Engine (CSE) i Accel. funcl : |
R CSEE ............... Accel. func2
o] CSF I g | e S
......................... {Compress| { Checksum |

Device Memory

Device Storage

Computational Storage Drive (CSD)
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Applying Computational Storage

[ Application J

A
(1] queue (3]

[ Application J

request(s)
13 ;
DRAM X CPU [ CS API Library ]
A e 1 Host
Host
Device
Device 0
E
]
Inputdatadoes v/ 00
not get [mewr] [0
transferred to .
Storage Computational

Host DRAM Controller Storage Engine (CSE)
ro=m====== L GSEE L = »
: i :;:;:;:;:;:;E l:;:

Device Memory

Device Storage

Computational Storage Drive (CSD)
= A
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Example with CS APls

[ Application J

A

csGetCSxFromPath()
csGetFunction()

A 4

[ CS API Library ]

1. Discover CSx & CSF 5 )
ost
2. Allocate Device Memory csQueueCopyvempeanest) | T
3. Queue Storage Request -
input compute output
4. Queue Compute Request ra
csQueueStorageRequest() csQueueComputeRequest()
5. Queue Copy Memory Request winr| U9
Storage Computational
Controller Storage Engine (CSE)
csAllocMem() Device Memory
Device Storage

Computational Storage Drive (CSD)
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Explore SNIA Computational Storage Activities

SNIA Computational Storage Technical Work Group

= Actively working on establishing hardware and software architectures to allow for compute to be more tightly
coupled with storage at the system and drive level

SNIA Computational Storage Special Interest Group
= Fostering the acceptance and growth of computational storage in the marketplace

SNIA Computational Storage Architecture and Programming Model v0.8 rev 0
= Defines recommended behavior for hardware and software that supports Computational Storage

SNIA Computational Storage APl v0.5rev 0
= Defines the interface between an application and a Computational Storage device (CSx)

Is your company a SNIA member?

Implementing computational storage?
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https://www.snia.org/computationaltwg
https://www.snia.org/computational
https://www.snia.org/sites/default/files/technical_work/PublicReview/SNIA-Computational-Storage-Architecture-and-Programming-Model-0.8R0-2021.06.09.pdf
https://www.snia.org/sites/default/files/technical_work/PublicReview/Computational%20Storage%20API%20v0.5r0%202021-06-09.pdf
https://www.snia.org/member_com
https://members.snia.org/
https://www.snia.org/feedback

.

Thanks for Watching Our Webcast %
"\ & COMPUTE, MEMORYE

N
» Please rate this webcast and provide us with feedback '%ND ST./RA E

= Alink to this webcast and the PDF of the slides are
posted to the SNIA Compute Memory and Storage
Initiative website at
https://www.snia.org/forums/cmsi/knowledge/articles-
presentations

'WELCOME TO THE SNIA CMSI BLOG

[SIT]  [RIAJGIE]
[CI0] " [PIUITIAJT] * [OINJAIL]

* You can also find this webcast and many other videos
. y . . hat's New in Computational Storage? A @SNIACOMPUTATION
and presentations on today’s topics in the SNIA Conversation with SNIA Leadership
Educational Library T e S e

Tweets by @snizcomputation

* A Q&A from this webcast will be posted to the SNIA
Compute, Memory, and Storage Blog

Check out our blog: sniacmsiblog.org

A
SNIA. | COMPUTE, MEMORY,

25 | ©2021 Storage Networking Association. All Rights Reserved.
CMSI | AND STORAGE


https://www.snia.org/forums/cmsi/knowledge/articles-presentations
http://www.snia.org/educational-library
https://sniasssiblog.org/
https://sniacmsiblog.org/

We welcome your questions

Thank you for watching
and
please rate the session
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