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Explore the Compute 
Express Link™ (CXL™) 
Device Ecosystem and 
Usage Models

Moderator: Kurtis Bowman (CXL Consortium TTF Co-Chair)

Panelists: Sandeep Dattaprasad (Astera Labs), George Apostol 
(Elastics.cloud), Kapil Sethi (Samsung), and Jianping Jiang (Xconn
Technologies)



2 | © SNIA. All Rights Reserved. 

CXL Overview
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CXL Delivers the Right Features & Architecture 
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Data Center: The Expanding Scope of CXL

CXL 1.1
Single Node
Coherent interconnect
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Data Center: The Expanding Scope of CXL

CXL 1.1
Single Node
Coherent interconnect

Caching Devices / Accelerators

CXL • CXL.io
• CXL.cache

PROTOCOLS

• PGAS NIC
• NIC atomics
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Data Center: The Expanding Scope of CXL

CXL 1.1
Single Node
Coherent interconnect

Accelerators with Memory

CXL • CXL.io
• CXL.cache
• CXL.memory

PROTOCOLS

• GP GPU
• Dense computation
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Data Center: The Expanding Scope of CXL

CXL 1.1
Single Node
Coherent interconnect

Memory Buffers

CXL • CXL.io
• CXL.memory

PROTOCOLS
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• Memory BW expansion
• Memory capacity expansion
• Storage class memory
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Data Center: The Expanding Scope of CXL

CXL 1.1
Single Node
Coherent interconnect

Multiple Nodes inside a Rack/ Chassis supporting pooling of resources
CX

L2
.0

CX
L 3

.0

Composable Fabric growth for disaggregation/pooling/accelerator  
Memory/Accelerator Pooling with 

Single Logical Devices
Memory Pooling with Multiple Logical Devices
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Introduction and Applications 
of CXL Type-3 Memory Controllers
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Heterogenous Computing with CXL-Attached Memory
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Technology Example: Leo Memory Connectivity Platform
Unleashing AI/ML Performance and Reducing TCO with DDR5 
for Cloud Computing 
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CXL Type 3 Device
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CXL Type 3 Device
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CXL Type 3 Device – Memory Expansion

CXL enables systems to significantly scale memory capacity and bandwidth
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Samsung Memory Expander
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System Test Results
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CXL 2.0 Switch from Xconn Technologies
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Xconn Technologies’ CXL 2.0 Switch

World’s First CXL 2.0 
and PCIe 5.0 switch

2,048 GB/s total 
BW with 256 lanes

Lowest port-to-
port latency

Lowest power 
consumption/port

• XC50256 works with CXL 1.1 processors, CXL memory devices
• Future compatible with upcoming CXL 2.0 processors
• Also a PCIe 5.0 switch, works in hybrid mode (CXL/PCIe)
• Engineering samples available now
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Scalable memory expansion enabled by CXL switch

• Assume each CXL memory device is 0.5 TB
• With a single XC50256 (30 DSPs), up to 15TB memory expansion
• With 4x XC50256, up to 60TB memory expansion

Host

CXL 2.0 Switch

D1 … D30

CXL 2.0 Switch

D91 … D120

Host

CXL 2.0 Switch

D30D1 D2 …
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Scalable memory pooling enabled by CXL switch

• One single XC50256 connects up to 32 combined hosts/devices
• Fully support CXL Fabric Manager
• Support switch cascading, enable a larger scale fabric

Memory/Accelerator Pooling with 
Single Logical Devices

H#H1 H3 H4H2

D#

D1 D3
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D2

CXL 2.0 Switch

Memory Pooling with 
Multiple Logical Devices

D#

H#

D1

H1
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H3
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H4

D2

H2

CXL 2.0 Switch
Standardized CXL Fabric Manager
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Xconn CXL Switch Silicon and Reference Boards
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CXL Memory Pooling POC
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CXL: Beyond the Connectivity
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CXL: Beyond the Connectivity
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CXL: Extending and Expanding Device Pools

We are currently demonstrating these use cases in a CXL 1.1 compliant server
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Please take a moment to rate this session. 
Your feedback is important to us.
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