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Outline
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 Fabric Attached Memory – Architecture
 Fabric Attached Memory – Software stack
Results and Use cases
Summary & future work 
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Motivation
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Massive advances
in computing powerX X =

NEEDED EVERYWHERE

Need quick answers on larger data sizes

Data nearly doubles every two years (2013-25)
Source: IDC Data Age 2025 study, sponsored by Seagate, Nov 2018 
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Technology Advances
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Fabric Attached Memory - Architecture
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 Benefits
 Independent scaling of compute and memory

 Improved utilization, reduced overprovisioning
 Decoupling of failure domains

 Reduced depth of I/O stack for large 
workloads
 Direct, unmediated access 
 Accessible by all compute resources

 Challenges
 Coherence domains are limited to individual 

nodes
 On RDMA based interconnects

 Fabric latency is large compared to local 
memory
 Software has to be (usually) refactored for 

performance
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Prototype Implementation

32 Compute Nodes
• DL385 Dual AMD “Milan” CPUs
• 1 TB DRAM each
FAM Partition A (10 Nodes)
• DL385 Dual AMD “Milan” CPUs
• 4TB DRAM each
FAM Partition B (10 Nodes)
• DL380 Dual Intel “Ice Lake”
• 1 TB DRAM each
• 8TB “Barlow Pass” SCM each

Future: Memory servers with 
pool of CXL memory 
interconnected over Slingshot
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400 Gbps Slingshot 
per node
82 TB total DRAM
80 TB Optane
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Fabric Attached Memory - Software Stack



10 | © SNIA. All Rights Reserved. 

 OpenFAM 
 API and reference implementation to 

program FAM (fabric attached memory) 
across scale-up, existing scale-out and 
emerging FAM architectures.

 API is generic, supports both fabric attached 
persistent memory and volatile memory

 Supports direct access and RMA based on 
the environment.

Software stack - OpenFAM
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Software stack - Components
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Results and Use Cases
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 Short transfer latency in the order of 3-4 µs with 256 
byte transfers 

 16 PEs, 100 operations per PE, 64 MiB transfers for 
throughput

 Linear scaling close to available bandwidth

FAM access latency and throughput 

1. S. Singhal et. al., OpenFAM: A library for programming disaggregated memory, in OpenSHMEM and related technologies 2021 workshop, 
http://www.openshmem.org/workshops/openshmem2021/program.html 13
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FAM Enables
 HPC applications with data sets larger than DRAM of 

PEs.
 Independent scaling of memory and compute.
 With interoperability, augments existing PGAS libraries -

MPI, OpenSHMEM, OpenFAM.
 Dynamic scaling of application workloads.
 Shared distributed heterogeneous configurations with 

GPUs/accelerators

In applications such as
 Large scale graph analytics – applications in

 Security, Social networks, Advertising, Internet of things 
for malware detection, Community detection, link 
prediction etc.

 HPC workflows/pipelines such as those in genomics, 
AI/ML
 for transforming data in a workflow with large 

intermediate data sets
 fast intermediate storage for staging applications

 FAM as distributed high performance cache through 
OpenFAM.

Motivating Use Cases
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Idealized Workflow for HPC and Data Analysis
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Summary and Future work

HPE has built Fabric Attached Memory Architecture
 Defined the Hardware components and configurations
 Built the software stack to access and use FAM
 Performance benchmarks for FAM access latencies and throughput
 Use cases that can benefit from FAM

 Future work
 CXL memory, future memory technologies on memory nodes
 More ecosystem enablement – OpenSHMEM, Chapel, Arkouda, Data Formats
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Please take a moment to rate this session. 
Your feedback is important to us.
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accessible by all compute resources
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