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SNIA Legal Notice SNIA.

> The material contained in this tutorial is copyrighted by the SNIA unless otherwise
noted.

> Member companies and individual members may use this material in presentations
and literature under the following conditions:

+ Any slide or slides used must be reproduced in their entirety without modification
+ The SNIA must be acknowledged as the source of any material used in the body of any
document containing material from these presentations.
> This presentation is a project of the SNIA Education Committee.

> Neither the author nor the presenter is an attorney and nothing in this presentation is
intended to be, or should be construed as legal advice or an opinion of counsel. If
you need legal advice or a legal opinion please contact your attorney.

> The information presented herein represents the author's personal opinion and
current understanding of the relevant issues involved. The author, the presenter, and
the SNIA do not assume any responsibility or liability for damages arising out of any
reliance on or use of this information.

NO WARRANTIES, EXPRESS OR IMPLIED. USE AT YOUR OWN RISK.
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Block / SAN Operations SNIA.
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After This Webcast SNlA

> This Webcast and a PDF of the slides will be posted to the SNIA Ethernet
Storage Forum (ESF) website and available on-demand
+ http://www.snia.org/forums/esf/knowledge/webcasts

> A full Q&A from this webcast, including answers to questions we couldn't get
to today, will be posted to the SNIA-ESF blog

+ http://sniaesfblog.org/

> Follow us on Twitter @SNIAESE

> Next Webcast - October 21st

+ “Storage Performance Benchmarking: Part 2”
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