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This SNIA presentation as part of the industry EPA ENERGYSTAR Data
Center Storage Stakeholders Meeting November 18 2015 may include
timetables, roadmaps, new technologies entering the mainstream,
predictions, estimates or other information that might be considered
forward-looking. While these forward-looking statements represent our
current judgment on what the future holds, they are subject to risks and
uncertainties that could cause actual timeframes and results to differ
materially. Readers are cautioned not to place undue reliance on these
forward-looking statements, which reflect our opinions and best effort
planning only as of the date of this presentation. Please keep in mind
that we are not obligating ourselves to revise or publicly release the
results of any revision to these forward-looking statements in light of
new information or future events. Throughout the discussion in the
delivery of this presentation, we will attempt to present some important
factors relating to the topic that may affect our estimates and
predictions.
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(| 7
EU Lot9 Task 7 Recommendations: Consider a higher inlet temperature such as ASHRAE Class Al
allowable temperature & humidity range. Implement A1 by 2018 and target A2 for 2022

Acknowledge potential issues with electronics reliability, higher acoustical noise from higher fan
speeds, corrosion from higher temperature and humidity changes, and possible performance
loss due to inappropriate thermal management

High Temperature Operation

= Datacenter operating at a raised operating
temperature designed to decrease cooling costs and
increase power efficiency

4% operational savings from cooling for every 1 0C
increase in operating temperature 2

New / Modular Datacenters

Existing Datacenters
25-27°C 10 30-35°C

Hot/Cold aisle Isolation, economizers -
retrofit

= andTop 18-21°C to 25-27°C

T Hot/Cold atsle airflow management
All'A Classes -
ZFCETR b

Sources: 2011 ASHRAE data center guidelines, and http://www.intel.com/content/dam/doc/technology-
<:>7 brief/efficient-datacenter-high-ambient-temperature-operation-brief. pdf
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ASHRAE ASHRAE
Class Al . Class A3 :
: i 2 1
Supplier A Q :
Supplier B :
|
Supplier C — :
Supplier D :
|
Supplier E :
Supplier F ASHRAE
upplier : ASHRAE : daic A4
5upp|ier G | ClassA2 | =
SupplierH é : '
I I
y ' % " Maximum operational rated
25 30 35 40 45 50 | air inlet temperatures; 8 of
Temperature ( C) the major storage array
_ suppliers and more than
Source: ASHRAE TC9.9 Storage White Paper 2015 200 model offerings
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Heat Load Per Product Footprint (watts / equipment sq.it.)
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Heat Load Footprints SNIA.
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1
________________’__uo___./ C-Class Server rack up
. . .
w":..a-...e to 36 KW in some cases
ww.m“”
Servers. .
=R Rack footprints are
s | commonly 6-8 sq.ft.
Tape Sworage
Storage Servers with
10000 f f 3D Stacked HDDs
€~
1992 1994 1996 1998 2000 2002 2004 2006 2008 2010 2012 2014 | @ g:
Year Of Product Announcement E D."
2 a 1
Sources: S5 & 1000 - D Based Storage Servers
Datacom Equipment Power Trends and :;: §
Cooling Applications, ASHRAE 2012 _% = 0 | o
© E ‘
_ o5 100
Updated Storage and Networking Trends, - 2 '
ASHRAE TC9.9 Storage White Paper 2015 ;3 2
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Limits of Data Center Infrastructure

Highest capacity &
efficiency (up to
35kW/rack)

Ulira ig h-Density Rack

High Density Rack

Mid capacity & mid
efficiency / In row
cooling (up to 20kW)

Standard Rack .
lower effic
Traditional DC

Density & Cooling efficiency

40 45kWirack

Awarage limit for

Typical exiended limit by fallowng Oparating Range of typical HPTC
mast air cooled DCs ] [ ]

DC b=si practices & HE CFS Clestar racks at full nad

Source: T. Cader, “The Evolving Data Center; How Power, Cooling, and Standards
are Driving Change” IMAP Sept 2015
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Projected Rack Power Densities

Projected Power Density

Power Density—Current vs. Projected

20 kW 10 kW
and below

06 07 08 09 10 M 12 ‘llll‘lsli'l'l'll 19 20 21 2 23 24 25
Source: Emerson Network Power “Data Center 2025” (800 respondents)
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Thermal Management Solutions Evolve

a
2

Rapidly rising rack powers are
forcing data centers to
use/consider more aggressive
cooling solutions

5
i
:
g

61% of the solutions may involve
some form of liquid-cooling

Source: Emerson Network Power “Data Center 2025" (800 respondents)
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The Impact of Thermal Solutions on Data
Centers is Increasing

Migrating Close-Coupled Direct Liquid
Perimeter Air > Cooling

CRAC/AHU In-Row & In-Line Self Contained Rear Door Heat Exchanger Overhead Coil Immersed Cooling Direct Cooling

Water/coolant at | > Water/coolant on
periphery of data the servers
center

Source: T. Cader, “The Evolving Data Center; How Power, Cooling, and Standards
@ are Driving Change” IMAP Sept 2015
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Western Digital

* Hermetically-sealed HDD
* Helium-filled
* Immersed in coolant
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Fuel cell-powered eBay data center Solar-powered Apple data center

All images from
Google.com

Fuel cell-powered
Microsoft data center
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