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Comprehensive Data Analysis
Looking for Patterns and Correlations

Per Taxonomy class, Drive type, etc...
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Figure 19: Online 4 Transactional Metrics vi. Drive Count without All Flash Array Data
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Random
Write
Hat Band Random Read | Workioad | Ready ldle
Workload Test | Warkload Test Warkioad Test

Label [1075/ W) Test (IOPS/W) | (10PS/W) (GB/W)
FAM34 2.5 7200k 1000GE #Dr24 103 46 44 6.5
FAM37 2.5 7200k 10008 #Dr24 183 59 52 B14
FAM34 35 7200k 200068 #Dr12 66 33 2 87.1
FAM35 3.5 7200k 2000GE #D84 9.2 5.1 i1 163.1
FAM3425 10000k 1000GE £Dr2d 292 1439 a5 99
FAM37 2.5 10000k 1000GB £Dr2d 27 132 19 473
FAMT 2.5 10000k 600GE #Dr50 216 385 6.3 458
FAMS 2.5 10000k 600GEFDr50 225 621 813 452
FAMZ 2.5 10000k 600GE #Dri25 23.28 1248 567 518
FAMT 2.5 10000k 600GE #Dr125 2183 291 511 65.6
FAMS 2.5 10000k G00GE #Dr125 512 131 7.04 60.1
FAM2425 10000k 6DDGE FDr125 2291 123 10.03 53
FAM19 2.5 10000k 500GE #Dr150 1175 785 1454 75.98
FAMZ 2.5 10000k 600GE #Dr175 2562 1361 546 59.3
FAMT 2.5 10000k _600GE #Dr250 188 135 a12 723
FAM24 25 10000k 500GB #Dr250 2684 1463 7586 646
FAMS 2.5 10000k _G00GE #Dr275 2338 79 539 68
FAMZ 2.5 10000k 600GE #Dr325 23.28 552 585 6.4
FAM24 25 10000k 500GB #Dr500 2403 1604 689 718
FAMA425 10000k 6ODGE FD528 13.67 1052 45 55.4
FAMA2 25 10000k 6ODGE FD576 2123 1621 571 63.6
FAM18 25 10000k 300GE FDr192 2063 18563 1239 38.6
FAM35 3.5 10000k 0GB #Dr3d 128 153 63 1262
FAM3425 15000k 0GB #Dr2d 292 1439 a5 25
FAM37 2.5 15000k 0GB #Dr2d 377 193 114 217
FAMT 2.5 15000k 300GE#Dri50 27.28 358 957 2
FAMS 2.5 15000k 300GE #Dr150 28.42 2045 1224 273
FAM2 2.5 15000k 300GE#Dr200 33.68 2152 453 298
FAM2425 15000k 300GE #0225 3229 2139 718 25
FAMS 3.5 15000k 300GE #Dri20 13.32 1161 595 16.9
FAMZ 3.5 15000k 300GEFDr165 19.28 1126 78 165
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Il o. CONCLUSIONS AND RECOMMENDATIONS E—

Conclusions

There is not enough data to define finm energy efficiency thresholds using the Emerald test results across
taxonomy boundaries. Within a given taxonomy, the metrics should be segregated by drive type. Segregating by
drive type results in insufficient data to establish thresholds. However, the data to date has shown some

interesting characteristics.

Idle Metric:

o ldle metric does not correlate to either the transactional metrics or the streaming metrics. In
particular, the idle metric shows more of an inverse correlation to the transactional metrics.

o ldle metric in spinning disks of a given speed is directly related to drive capacity. To improve idle
rmetric, one only needs to change to a higher capacity drive. Drive capacities increase periodically,
=0 ome can getan improvement by waiting for the next capacity to be released. For a given family
of drives, the power increase is negligible for a capacity increase.

o ldle power in 5505 is a function of the capacity and the amount of activity performed by the
devices during “idle”. In general, the more activity during “idle” (i.e., wear leveling, housekeeping,

etc.) the higher the reliability of the device as idle activity is d with device

tashks. Penalizing S50s for idle power could lead to lower reliability of the devices.
Drive Types:

o The higher power, lower capacity drives tend to have higher transactional metrics.

o 55Ds have higher performance for transactional or streaming read metrics, but may not have
better write metrics.

o The lower power, higher capacity drives tend to have higher streaming deta metrics. |n general,
10 K drives provide better streaming performance than 7.2 K drives for the data analyzed.

o Low power, high capacity drives will always have a better idle metric.

o In general, there is a cost trade-off to be considered for each drive type. S50s are the most
expensive per GB; high performance, lower capacity drives the next most expensive; and lower

perfermance, higher capacity drives the least expensive.

The family dsta for minimum, optimasl, and maximum drive count devisted less than 10% for transactional
metrics and less than 20% for sequential metrics. Based on this, we conclude that min/max testing should be

eliminated.
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Recommendations
Based on the above, and the dsta shown in the rest of this paper, itis our recommendastion that the following
be used for the next version of Energy Star:

Criteria Changes:
o Product must be qualified for operation st ASHRAE A2 levels or higher.
= PSls must be “gold” or better.
= The minimum number of COMs should be increased by 1 for Online 3 and Online 4 products.
o Inlet temperature reporting and time stamping should be required.
Testing Requirement:
o Testthe best foot forward for the system and post that result with disclosure of the configuration
for one workload,
*  Grant Energy Star status for the reported workload for the entire family.
»  The Family is the tested controller with all drive types, capacities, and drive counts.
Optional Testing:
o Additional configurations and/or workloads may be tested in order to obtain additional Energy
Star postings.

These recommendations are applicable for any storage product energy effici qui
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being consider for market entry or procurement purposes.
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® Email emerald@snia.org
? Visit www.sniaemerald.com

> EPA EnergyStar Data Center Storage Product Reports

« https://www.energystar.gov/productfinder/product/certified-data-
center-storage
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