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Abstract 

 pNFS, NFSv4.1, FedFS and Future NFS Developments 
 The NFSv4 protocol undergoes a repeated life cycle of definition 

and implementation. The presentation will be based on years of 
experience implementing server-side NFS solutions up to 
NFSv4.1, with specific examples from NetApp and others. We'll 
examine the life cycle from a commercial implementation 
perspective; what goes into the selection of new features 
(including FedFS and NFSv4.2 and NFSv4.3), the development 
process and how these features are delivered, and the impact 
these features have on end users.  

 We'll also cover the work of Linux NFS developers and provide 
suggestions for file system developers based on these and 
vendor experiences; and finally, we'll discuss how 
implementation and end-user experience feeds back into the 
protocol definition, along with an overview of expected NFSv4.2 
features 
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 NFS is ubiquitous and 
everywhere 

 NFSv3 very successful 
 Protocol adoption is over time, 

and there have been no big 
incentives to change 

 Industry – and hence NFS – 
doesn’t stand still 
 NFSv2 in 1983 
 NFSv3 in 1995 
 NFSv4 in 2003 
 NFSv4.1 in 2010 
 NFSv4.2 to be agreed at IETF 

shortly 
 Faster pace for minor revisions 

 NFSv3 very successful 
 Protocol adoption is over time, 

and there have been no big 
incentives to change 

 

NFS; Ubiquitous & Everywhere 
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Evolving Requirements 

 Adoption has been slow; why? 
 Lack of clients was a problem with NFSv4 
 NFSv3 was just “good enough” 

 Industry is changing, as are requirements 
 Economic Trends 

 Cheap and fast computing clusters 
 Cheap and fast network (1GbE to 10GbE, 40GbE and 100GbE in the datacenter) 
 Cost effective & performant storage based on Flash & SATA 

 Performance 
 Exposes NFSv3 single threaded bottlenecks in applications 
 Increased demands of compute parallelism and consequent data parallelism 
 Analysis begets more data, at exponential rates 
 Competitive edge (ops/sec) 

 Business requirement to reduce solution times  
 Beyond performance; NFSv4.1 brings increased scale & flexibility 
 Outside of the datacenter; requires good security, scalability 

4 4 
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NFSv4 and beyond 

 Areas address by NFSv4, NFSv4.1 and pNFS 
Security 
Uniform namespaces 
Statefulness & Sessions 
Compound operations 
Caching; Directory & File Delegations 
Parallelisation; Layouts & pNFS 

 Future NFSv4.2 and FedFS (in addedum slides) 
New features in NFSv4.2 
 FedFS: Global namespace; IESG has approved 

Dec 2012 
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Agenda 

 We’ll cover 
 Selecting the application for NFSv4.1 
 Planning; 

 Filenames and namespace considerations 
 Firewalls 
 Understanding statefulness 
 Security 

 Server & Client Availability 
 Where Next 

 Considering pNFS 
 This is a high level overview 

 Use SNIA white papers and vendors (both client & 
server) to help you implement 
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Selecting the Parts 

 1 – An NFSv4.1 compliant server 
Question; files, blocks or objects? 

 2 – An NSFv4.1 compliant client  
Will almost certainly be *nix based; no native 

NFS4 Windows client 
Some applications are their own clients; 

Oracle, VMware etc 
 3 – Auxiliary tools; 
Kerberos, DNS, NTP, LDAP 

 4 – If you can; use NFSv4.1 over NFSv4 
7 



2013 Storage Developer Conference. © NetApp.  All Rights Reserved. 
 

Selecting an Application 

 First task; select an application or storage infrastructure 
for NFSv4.1 use 
 Home directories 
 HPC applications 

 Don’t select… 
 Oracle; use dNFS built in to the Oracle kernel 
 VMware & other virtualization tools; no support for 

anything other than NFSv3 as of this date 
 “Oddball” applications that expect to be able to 

internally manage NFSv3 “maps” with multiple mount 
points, or auxiliary protocols like mountd, statd etc; 

 Any application that requires UDP; NFSv4 doesn’t 
support anything except TCP 

8 
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NFSv4 Stateful Clients 

 NFSv4 gives client independence 
 Previous model had “dumb” stateless client; server 

had the smarts 
 Allows delegations & caching 
 No automounter required, simplified locking 

 Mounting & locking incorporated into the protocol 
 Simplifies administration 

 Why? 
 Compute nodes work best with local data 
 NFSv4 eliminates the need for local storage 
 Exposes more of the backend storage functionality 

 Client can help make server smarter by providing hints 
 Removes major source of NFSv3 irritation; stale locks 
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NFSv4.1 Delegations 

 Server delegates certain responsibilities to the client 
Directory & file 

 At OPEN, the server can provide  
READ delegation; server guarantees no writers 
WRITE delegation; server guarantees exclusive 

access 
 Allows client to locally service operations  

E.g OPEN, CLOSE, LOCK, LOCKU, READ, 
WRITE 

10 
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NFSv4.1 Sessions 

 NFSv3 server never knows if client got reply message 
 NFSv4.1 introduces Sessions 

 Major protocol infrastructure change  
 Exactly Once Semantics (EOS) 
 Bounded size of reply cache 
 Unlimited parallelism 

 A session maintains the server's state relative to the 
connections belonging to a client 

 Action 
 None; use delegation & caching transparently; client 

& server provide transparency 
 NFSv4 advantages include session lock clean up 

automatically 
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NFSv4 Compound Operations 

 NFSv3 protocol can be “chatty”; unsuitable for 
WANs with poor latency 

 Typical NFSv3; open, read & close a file 
LOOKUP, GETATTR, OPEN,  

READ, SETATTR, CLOSE 
 NFSv4 compounds into a  

single operation 
Reduce wire time 
Simple error recovery 

12 
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NFSv4 Namespace 

 Uniform and “infinite” namespace 
Moving from user/home directories to 

datacenter & corporate use 
Meets demands for “large scale” protocol 
Unicode support for UTF-8 codepoints 

 No automounter  
required 
Simplifies  

administration 
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NFSv4 Namespace 

 Namespace Example 
Server exports  

 /vol/vol0 
 /vol/vol1 
 /backup/archive 

 Mount root / over NFSv3: 
  Allows the client to list the contents of vol/vol2  

 Mount root / over NFSv4:  
 If /vol/vol2 has not been exported and the pseudo 

filesystem does not contain it; the directory is not 
visible 

An explicit mount of vol/vol2 will be required. 
 

14 
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NFSv4 Namespace 

 Namespaces 
 Action 

 Consider using the flexibility of pseudo-filesystems to 
permit easier migration from NFSv3 directory 
structures to NFSv4, without being overly concerned 
as to the server directory hierarchy and layout. 

 However; 
 If there are applications that traverse the filesystem 

structure or assume the entire filesystem is visible, 
caution should be exercised before moving to NFSv4 
to understand the impact presenting a pseudo 
filesystem 

 Especially when converting NFSv3 mounts of / (root) 
to NFSv4 
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NFSv4 I18N Directory & File Names 

 Directory and File Names 
 NFSv4 uses UTF-8 

 Backward compatible with 7 bit ASCII 
 Check filenames for compatibility 

 NFSv3 file created with the name René contains an 8 bit 
ASCII  

 UTF-8 é indicates a multibyte UTF-8 encoding, which will 
lead to unexpected results 

 Action 
 Review existing NFSv3 names to ensure that they are 

7 bit ASCII clean 
 These aren’t; 

16 
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NFSv4 Security 

 Strong security framework 
 Access control lists (ACLs) for security and 

Windows® compatibility  
 Security with Kerberos 

Negotiated RPC security that depends on 
cryptography, RPCSEC_GSS 

 NFSv4 can be implemented  
without implementing  
Kerberos security  
Not advised; but it is  

possible 
 

17 
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NFSv4 Security 

 Implementing without Kerberos 
 No security is a last resort! 

 NFSv3 represents users and groups via 32 bit integers 
 UIDs and GIDs with GETATTR and SETATTR 

 NFSv4 represents users and groups as strings 
 user@domain or group@domain 

 Requires NFSv3 UID and GID 32 bit integers be converted to all 
numeric strings  
 Client side;  

 Run idmapd6 
 /etc/idmapd.conf points to a default domain and specifies translation 

service nsswitch. 
 Incorrect or incomplete configuration, UID and GID will display 

nobody 
 Using integers to represent users and groups requires that every 

client and server that might connect to each other agree on user 
and group assignments 

18 
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NFSv4 Security 

 Implementing with Kerberos 
 Find a security expert 

 Requires to be correctly implemented  
 Do not use NFSv4 as a testbed to shake out  

Kerberos issues! 
 User communities divided into realms  

 Realm has an administrator responsible for maintaining  
a database of users  

 Correct user@domain or group@domain string is required 
 NFSv3 32 bit integer UIDs and GIDs are explicitly denied access 

 NFSv3 and NFSv4 security models are not compatible with each other 
 Although storage systems may support both NFSv3 and NFSv4 clients, 

be aware that there may be compatibility issues with ACLs. For 
example, they may be enforced but not visible to the NFSv3 client. 

 Resources: 
 http://web.mit.edu/kerberos/ 
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NFSv4 Security 

 Action 
 Review security requirements on NFSv4 filesystems 
 Use Kerberos for robust security, especially across 

WANs 
 If using Kerberos, ensure it is installed and operating 

correctly 
 Don’t use NFSv4 as a testbed to shake out Kerberos issues 

 Consider using Windows AD Server 
 Easy to manage environment, compatible 

 Last resort 
 If using NFSv3 security, ensure UID and GUID 

mapping and translation is uniformly implemented 
across the enterprise 

20 
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NFSv4 Security 

 Firewalls 
NFSv3 promiscuously uses ports; including 111, 

1039, 1047, 1048, and 2049 (and possibly 
more…) 

NFSv4 has no “auxiliary” protocols like 
portmapper, statd, lockd or mountd 
Functionality built in to the protocol 
Uses port 2049 with TCP only 

No floating ports required & easily supported by 
NAT 

 Action 
Open port 2049 for TCP on firewalls 

21 
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NFSv4.1 Layouts 

 Layouts 
 Files, objects and block 

layouts 
Provides flexibility for 

storage that underpins it 
 Location transparent 

Striping and clustering 
 Examples 

Blocks, Object and Files 
layouts all available from 
various vendors 
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pNFS 

 NFSv4.1 (pNFS) can aggregate bandwidth 
Modern approach; relieves issues associated 

with point-to-point connections 
  pNFS Client 

 Client read/write a 
file  

 Server grants 
permission 

 File layout (stripe 
map) is given to the 
client 

 Client parallel R/W  
directly to data 
servers 

 

 

 Removes IO 
Bottlenecks 
 No single storage 

node is a bottleneck 
 Improves large file 

performance 

 Improves Management 
 Data and clients are 

load balanced 
 Single Namespace 

Data Servers 

pNFS 
protocol 

Control 
protocol 

Storage-access 
protocol 

Metadata  
Server 

NFSv4.1 Client (s) 
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pNFS Filesystem Implications 

 Files, blocks, objects can co-exist in the same 
storage network 
Can access the same filesystem; even the 

same file 
 NFS flexible enough to support unlimited 

number of storage layout types  
Three IETF standards, files, blocks, objects 
Others evaluated experimentally 

 NAS vs SAN; no-one cares any more 
 IETF process defines how you get to storage, 

not what your storage looks like 
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Relationship of pNFS to NFSv4.1 

 RFC 3530bis – Network File System (NFS) 
Version 4 Protocol  
 NFSv4 (updated from RFC 3530 based 

on experience) 
 RFC 5661 – Network File System (NFS) 

Version 4 Minor Version 1 Protocol 
 Specifies Sessions, Directory 

Delegations, and parallel NFS (pNFS) 
for files 

 RFC 5663 - Parallel NFS (pNFS) 
Block/Volume Layout 

 RFC 5664 - Object-Based Parallel NFS 
(pNFS) Operations 

 pNFS is dependant on session support, 
which is only available in NFSv4.1 
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pNFS Terminology 

 Metadata Server; the MDS 
 Maintains information about location and layout of files, 

objects or block data on data servers 
 Shown as a separate entity, but commonly implemented 

on one or across more than one data server as part of an 
array 

 pNFS protocol 
 Extended protocol over NFSv4.1 
 Client to MDS communication 

 Storage access protocol 
 Files; NFS operations 
 Objects: OSD SCSI objects protocol (OSD2) 
 Blocks; SCSI blocks (iSCSI, FCP) 

 Control protocol 
 Not standardised; each vendor uses their own technology 

to do this 
 Layout 

 Description of devices and sector maps for the data 
stored on the data servers 

 3 types; files, block and object 
 Callback 

 Asynchronous RPC calls used to control the behavior of 
the client during pNFS operations 
 

Data Servers 

pNFS 
protocol 

Control 
protocol 

Storage-access 
protocol 

Metadata  
Server 

NFSv4.1 Client (s) 
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 Client requests layout from 
MDS 

 Layout maps the 
file/object/block to data server 
addresses and locations 

 Client uses layout to perform 
direct I/O to the storage layer 

 MDS or data server can recall 
the layout at any time using 
callbacks 

 Client commits changes and 
releases the layout when 
complete 

 pNFS is optional  
 Client can fall back to NFSv4 

 

 pNFS operations 
 LAYOUTCOMMIT Servers 

commit the layout and update 
the meta-data maps  

 LAYOUTRETURN Returns the 
layout or the new layout, if the 
data is modified  

 GETDEVICEINFO Client gets 
updated information on a data 
server in the storage cluster  

 GETDEVICELIST Clients 
requests the list of all data 
servers participating in the 
storage cluster  

 CB_LAYOUT Server recalls the 
data layout from a client if 
conflicts are detected  

 

pNFS Operations 

27 
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pNFS Pre-requisites 

 NFSv4.1 and pNFS capable server 
Contact your NAS vendor for availability 
Commercial products available for all of files, 

blocks and object types 
Open source Linux pNFS server in 

development 
https://www.kernel.org/doc/Documentation/filesyst

ems/nfs/nfs41-server.txt 
pNFS capable client 

Linux only to date 
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pNFS Files Mount 

 RHEL6.4 pNFS mount 
mount -o minorversion=1 server:/filesystem 

/mnt 
mount -o v4.1 server:/filesystem /mnt 

 Check (output edited) 
 

 
/proc/self/mountstats  
 
device 172.16.92.172:/filesystem mounted on /mnt with fstype nfs4 
statvers=1.1 
opts: …,vers=4.1, … 
nfsv4: …,sessions,pnfs=nfs_layout_nfsv41_files 
… 

 

29 



2013 Storage Developer Conference. © NetApp.  All Rights Reserved. 
 

pNFS Client Mount 

30 

Client and Server handshake to determine respective  
Capabilities.  The Cluster replies with MDS and DS flags 
set, indicating capability for both 

172.17.40.185 – IP address of the pNFS client 
172.17.40.171 – IP address of the server 
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pNFS Client to MDS 

31 

The OPEN and SETATTR are sent to the MDS 
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MDS LAYOUT to pNFS Client 

32 

Before reading or writing data, the pNFS client 
requests the layout 

The map of data servers and file 
handles is returned 
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pNFS Client DEVICEINFO from 
MDS 

33 

Meta-data node provides the pNFS client with the IP  
information for the DS. In this example – 172.17.40.173 

Information is cached for life of the layout or  
until recalled (for example, when the data is moved) 
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pNFS Client Uses Direct Data 
Path 

34 

Now the pNFS client is reaching out to the 
remote volume on a direct path using IP 
address 172.17.40.173. 
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In Summary: The Benefits of pNFS 

 NFSv4.1 (pNFS) can aggregate bandwidth 
Modern approach; relieves issues associated 

with point-to-point connections 
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 pNFS Client 
 Client read/write a 

file  
 Server grants 

permission 
 File layout (stripe 

map) is given to the 
client 

 Client parallel R/W  
directly to data 
servers 

 

 

 Removes IO 
Bottlenecks 
 No single storage 

node is a bottleneck 
 Improves large file 

performance 

 Improves Management 
 Data and clients are 

load balanced 
 Single Namespace 

Data Servers 

pNFS 
protocol 

Control 
protocol 

Storage-access 
protocol 

Metadata  
Server 

NFSv4.1 Client (s) 
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Linux Client and NFSv4.1  

 Upstream (Linus) Linux NFSv4.1 client support 
Basic client in Kernel 2.6.32  
 pNFS support (files layout type) in Kernel 2.6.39 
Support for the 'objects' and 'blocks' layouts was 

merged in Kernel 3.0 and 3.1 respectively  
 Full read and write support for all three layout types 

Blocks, files and objects 
O_DIRECT reads and writes supported 
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Linux Client and NFSv4.1  

 pNFS client support in distributions 
 Fedora 15 was first for pNFS files  
Kernel 2.6.40 (released August 2011) 

 Red Hat Enterprise Linux (RHEL) 
 “Technical preview" support for NFSv4.1 and for 

the pNFS files layout type in version 6.2, 6.3  
 Full support in RHEL6.4 

 Ubuntu, SUSE & other distributions 
Possible to upgrade to NFSv4.1 

 No support in Solaris 
Both server and client are NFSv4 only 
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Summary/Call to Action 

 NFS has more relevance today for commercial, HPC and other use cases 
than it ever did 
 Features for a virtualized data centers 

 Developments driven by application requirements 
 Adoption slow, but will continue to increase 

 NFSv4 support widely available 
 New NFSv4.1 with client & server support 
 NFS defines how you get to storage, not what your storage looks like 

 Start using NFSv4.1 today 
 NFSv4.2 , FedFS work underway 
 pNFS offers performance support for modern NAS devices 

 Planning is key 
 Application, issues & actions to ensure smooth implementations 

 pNFS 
 First open standard for parallel I/O across the network 
 Ask vendors to include NFSv4.1 and pNFS support for client/servers 
 pNFS has wide industry support  
 Commercial implementations and open source 
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Paper & References 

 An Overview of NFSv4 
 http://www.snia.org/sites/default/files/SNIA_An_Overview_of_NFSv4-3_0.pdf 

 BrightTalk Webinars on NFSv4.1, pNFS 
 https://www.brighttalk.com/webcasts/status/recorded?q=pnfs 

 Blogs, websites, best practices 
 http://www.pnfs.com/ 
 http://www.open-pnfs.org/ 
 http://www.netapp.com/us/system/pdf-reader.aspx?m=tr-4063.pdf&cc=us 

 NFS RFCs 
 IETF NFS Workgroup; http://tools.ietf.org/wg/nfsv4/ 
 RFC 1813; NFSv3 http://tools.ietf.org/html/rfc1813 
 RFC 3530; NFSv4 http://tools.ietf.org/html/rfc3530 
 RFC 5661; NFSv4.1 http://tools.ietf.org/html/rfc5661 and http://tools.ietf.org/html/rfc5662 
 RFC 5663; NFSv4.1 Block Layout http://tools.ietf.org/html/rfc5663 
 RFC 5664; NFSv4.1 Object Layout http://tools.ietf.org/html/rfc5664 

 Kerberos 
 Implementing Kerberos, Gregory Touretsky, Intel 

 http://snia.org/sites/default/files2/SPDEcon2013/presentations/Security/Gregory_Touretsky_Implementing_Kerb
eros.pdf 

 MIT Kerberos 
 http://web.mit.edu/kerberos/ 

 Microsoft AD Directory Services 
 http://technet.microsoft.com/library/hh472160.aspx 
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Additional Material 

 Additional material not presented 

40 
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Other NFS Performance Capabilities 

 Trunking (NFSv4.1 & pNFS) 
A single data server connection limits data 

throughput based on protocol  
Trunking “bundles” connections into a single 

pipe 
Open multiple sessions via different physical 

Ethernet connections to the same file handle/data 
server resource 

Expands throughput and can reduce latency 
No implementations as yet 
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New Features in NFSv4.2 

 Server-Side Copy (SSC)  
Removes one leg of the copy 
Destination reads directly from  

the source 
 Application Data Blocks  

Allows definition of the format of file  
Examples: database or a VM image. 
 INITIALIZE blocks with a single compound 

operation 
 Initializing a 30G database takes a single over the wire 

operation instead of 30G of traffic. 
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New Features in NFSv4.2 

 Space reservation  
Ensure a file will have storage  

available  
 Sparse file support 

 “Hole punching” and the  
reading of sparse files 

  Labeled NFS (LNFS)  
MAC checks on files 

  IO_ADVISE  
Client or application can inform the server 

caching requirements of the file 
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Federated File System: FedFS 

 Federated File System  
Uniform namespace that has  

local and geographically global  
referral infrastructure 

Accessible to unmodified NFSv4 clients 
Addresses directories, referrals, nesting, and 

namespace relationships 
 Client finds namespace via DNS lookup 
Sees junctions (directories) and follows them 

as NFSv4 referrals 
 44 

FedFS 

pNFS 



2013 Storage Developer Conference. © NetApp.  All Rights Reserved. 
 

What is FedFS? 

 FedFS is a set of open protocols that permit the 
construction of a scalable, cross-platform federated 
file system namespace accessible to unmodified 
NFSv4[.1] clients. 

 Key points: 
Unmodified clients 
Open: cross-platform, multi-vendor 
 Federated: participants retain control of their 

systems 
Scalable: supports large namespaces with many 

clients and servers in different geographies 
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FedFS Protocols 

Namespace Management Namespace Navigation 

        NSDB Management (LDAP) Namespace discovery (DNS) 

Junction Management (ONC RPC) Junction resolution (LDAP) 

NFSv4.*(unchanged) 

NFSv4.*Clients NFSv4.* Servers 

NSDB Server Administrative Host 

DNS Server 

3 
2 

1 

4 

1 
2 

3 
4 
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FedFS Example 

47 

 The user and 
application software 
see a simple, 
hierarchical 
namespace 

 Behind the scenes, 
simple management 
operations allow data 
mobility for high 
performance, high 
reliability, and high 
availability 
 

The illusion: 

The reality: 

eve 

data 

/ 

home 

alice FY09 
FY08 

London Frankfurt Paris 

bob 

/ 

home data 

alice bob eve FY09 FY08 
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FedFS Example 

The user requests 
/home/alice: 

1. The client attempts to 
access /home/alice 
on server foo. 

2. Server foo discovers 
that home is a 
namespace junction and 
determines its location 
using the FedFS NSDB 
service. 

3. Server foo returns an 
NFSv4 referral to the 
client directing it to 
server bar’s /users. 

4. The client accesses 
/users/alice on 
server bar. 
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Benefits of FedFS 

 Simplified management 
 Eliminates complicated software such as the automounter 

 Separates logical and physical data location 
 Allows data movement for cost/performance tiering, worker 

mobility, and application mobility 
 Enhances: 

 Data Replication 
 Load balancing or high availability 

 Data Migration 
 Moving data closer to compute or decommissioning systems 

 Cloud Storage 
 Dynamic data center, enterprise clouds, or private internet 

clouds. 
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